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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

First of all, I must express my sincere thanks to all authors who submitted
research papers to support the 7th International Conference on Computer and
Computing Technologies in Agriculture (CCTA2013) held in Beijing, China,
during September 18–20, 2013.

The conference was hosted by the China Agricultural University; the IFIP
TC5 Work Group (WG) on Advanced Information Processing for Agriculture
(AIPA); the Agricultural Engineering Information Committee, Chinese Society
of Agricultural Engineering. It was organized by the China-EU Centre for Infor-
mation & Communication Technologies (CICTA).

Proper scale management is not only a necessary approach for agro-moderniz-
ation and agro-industrialization but it is also required for the development of
agricultural productivity. Thus, the application of different technologies in agri-
culture has become especially important and “informatized agriculture” and the
“Internet of Things” have been sought out by many countries recently in order
to scientifically manage agriculture so as to achieve low costs and high income.
CICTA aims at boosting research on advanced and practical technologies applied
in agriculture and promoting international communication and cooperation, and
has successfully held seven international conferences since 2007.

The topics of CCTA2013 cover a wide range of interesting theory and ap-
plications of all kinds of technology in agriculture, including: the Internet of
things and cloud computing; simulation models and decision-support systems
for agricultural production; smart sensor, monitoring, and control technology;
traceability and e-commerce technology; computer vision, computer graphics,
and virtual reality; the application of information and communication technology
in agriculture; and universal information service technology and service system
development in rural areas.

We selected the 115 best papers among all those submitted to CCTA2013 for
these proceedings, and all the papers are divided into two thematic sections. In
this volume, creative thoughts and inspirations could be discovered, discussed
and disseminated. It is always exciting to have experts, professionals, and schol-
ars getting together with creative contributions to share inspiring ideas and
hopefully accomplish great developments in these technologies of high demand.

Finally, I would like to express my sincere thanks to all the authors, speak-
ers, session chairs, and attendees, both local and international for their active
participation and support of this conference.

January 2014 Daoliang Li
Chair of CCTA2013
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Abstract. Orientational planting cannot only make maize leaf growing 
consistently, but also improve the leaf photosynthetic capacity of unit area and 
yield of maize. The "tip" direction was detected and the angle of deflection was 
measured by using contour curvature analysis method of maize seed, the S 
component of HSV channel was preprocessed by Otsu method, the automatic 
extracting maize seeds embryo and orientation information have been realized 
through image color channel conversion, segmentation, preprocessing, and its 
contour characteristic analysis. A rectangular region ROI in the image was 
defined and counts up pixels within the region, the region-specific positive and 
negative ROI pixels were compared by TM threshold and the embryo side 
towards was identified. This paper adopted Zheng-958, Jundan-20 and 
Zhongke-11 maize seed for research object, each variety was repeated three 
times by using the above methods. The results showed that the average 
accuracy of embryo inspection was more than 95%; the direction average angle 
was 2.2 °. 

Keywords: Image processing, Maize seed, Orientational planting, Position 
inspection, Embryo. 

1 Introduction 

Maize is an important crop in the world. The orientational planting cannot only make 
maize leaf growing consistently, but also improve the maize leaf photosynthetic 
capacity of unit area and yield of maize. Thereby, enhancing unit area of maize leaf 
photosynthesis is able to increase yield [1-2]; there are many researchers to try to put 
maize seeds manually to be fixed and achieve orientational sowing, but the seeding 
efficiency is too low to suit for large-scale operations. In order to improve the 
orientational seeding efficiency and effect, it has to find a way for the seed orientation 
and fixed in the soil to adopt the combination of mechanization and automation, so 
the key technology is to achieve orientation of maize seeds. Because of its unique and 
irregular appearance characteristics of maize seed, it is more difficult to achieve 

                                                           
* Corresponding author. 



www.manaraa.com

2 Y. Wang et al. 

orientation of maize seeds. Therefore, the image processing technology can be used to 
identify the embryo of the maize seed. 

The image processing technology has been widely used in agricultural products 
inspection and grading, such as cereal grain color, grain shape and type of 
identification, fruit shape and defects [3-9] and other exterior quality inspection, but 
the application of maize seed orientation for mechanized seeding research rarely 
reported. In this paper, the embryo and position of maize were obtained by the image 
processing technology to provide technical support for subsequent mechanized 
orientational planting. 

2 Image Processing and Inspection Methods 

According to the situation of the maize sowing into the soil, there are 13 kinds of 
position and orientation relative to the row direction [10], but only four kinds of that 
are easy to implement mechanized planting, which are perpendicular or parallel to the 
row for embryo up and down (Fig.1). To determine the position and direction of 
maize seeds, each seed has a fixed orientation and position. This paper adopted 
Zheng-958, Jundan-20 and Zhongke-11 maize seed for research object, the direction 
radicle of the maize seed deflection angle was taken for the positioning standard in 
long axis direction, the embryo surface and obverse were distinguished through the 
embryo color image processing, this paper mainly located the maize seed classify 
feature and color feature detection. 
 

Row direction 

 
(a) Embryo up and down, perpendicular to the row (b) Embryo up and down, parallel to the row 

Fig. 1. Maize seed position and direction 

2.1 Image Preprocessing 

The greyscale image is divided into two kinds of A and B type based on Otsu 
segmentation method, the probability of occurrence and mean gray level of A and B 
type can be calculated, after that the inter-class variance can be calculated also, so the 
maximum variance was chosen as the best threshold. The background gradient of 
RGB are removed based on Otsu method, the noise was suppressed by using image 
smoothing operators, the result of applying a 3×3 median filter to the image and 
converting from RGB mode to HSV in Fig.2(b), the gray level distribution range was 
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transform to [0-255] [11], and the H, S, V three single channel were extracted from 
HSV channel in Fig.2(b), otherwise, it were preprocessed with binarization processing  
and the morphological noise reduce processing. 

 

          

  （a）RGB channel              （b）HSV channel            （c）S channel 

Fig. 2. Image color channel analysis of maize seed 

2.2 The Direction Inspection Method for Maize Seed 

Most crop seeds have end "tip" in the direction of the long axis, and the other end is 
relatively flat, for example: garlic, pumpkin, and sunflower. For such seed direction 
discrimination method, the image edge of garlic clove pointed position corner was 
found using SUSAN detection algorithm, and to identify garlic seed direction [12]. The 
same method has been used in Reference [13] and Reference [14], the seed orientation 
is judged by scanning seed edge on fixed area and comparing both directions of the seed 
edge pixels number within the region. This method has the advantages of high success 
rate of identification easy to control, and can distinguish the general orientation, but it 
can’t accurately quantify the deflection angle of the seed direction. 

This paper adopted the best aspects of several algorithms, the seed head was 
distinguished by the area scanning method, the maize seeds and deflection angle were 
analyzed and distinguished with the contour curvature. The edge of preprocessed 
image was detected by using Candy operator, the maximum outer contours of the 
edges image of maize seed to be found and saved in {Si}, the contour point of 
maximum curvature was found by the [Si, Si-k] and [Si, Si+k] of the inner product of 
two vectors, this point is the expectation, k is the precision of calculations, the definite 
steps is shown in Fig.3. Because the maximum curvature was on the terminal of 
contours, the minimal result of inner product is satisfactory. The maximum curvature 
point of the contour through round-robin comparison was turned into point of maize 
cusp. The straight line that connected to the maximum curvature point P1 and corn 
contour centroid point P0, that was regarded as the axis of the corn, the angle θ 
between the axis and the vertical line was calculated as a reference in a vertical 
direction, it is shown by formula (1), the direction will been determined by judging 
the size of θ, the inner product of vectors is shown in Fig.4 and the detection result is 
shown in Fig.5. 
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Fig. 3. Flow chart of Seeds direction detection algorithm 

Si

Si+k

Si-k

θ

P1

P0

              

Fig. 4. Inner product of vectors                  Fig. 5. Detection result 

2.3 The Embryo Inspection Method for Maize Seed 

As shown in Fig.6, the mass center of maize seeds for the grey value was obviously 
on the high side after binarization in the S channel for embryo up, but it has no 
obvious change for the embryo down, due to the influence that the surface has no 
embryo. The collected images were transformed from RGB to HSV channel, and its S 
channel was extracted to conduct gradation processing [15]. Binarization processing 
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was done according to the threshold determined by Otsu method. A rectangular ROI 
region was defined, which central was the maize contour centroid, the length of the 
half major axis was regarded as the long side of the rectangle, the length of the half 
minor axis was regarded as the short side, so the ROI region was scanned 
progressively and calculated the number of the pixels which gray value was 255, The 
result P was tested according to the preset threshold TM, the calculating process was 
shown in Fig.7; P is calculated by formula (2): 

( )( )
( )( )

0 0

0 0

1 , 255 /

0 , 255 /

k k

k k

i i j j

Mi i j j

i i j j

Mi i j j

T M i j S T
P

T M i j S T

= =

= =

= =

= =

 = = >= 
 = = ≤


 

 
                     (2) 

M (i, j) is the grey value of point (i, j), T is the rectangular area ratio of black pixels 
inside the rectangular area, S is the area of the rectangle, the point (i0,j0) and the point 
(ik, jk) are the diagonal point of the rectangle. 

 
Image capture

Preprocessing

RGB----HSV

S component extraction

Binarization

ROI definition

T statistics

TM>T
YN

Embryo
down

Embryo
up

        

   Fig.7. Embryo detection algorithm 

If the P = 1, the maize embryo is upward; else P = 0, maize embryo is downward. 
Each 100 seeds of three varieties were selected: Zheng-dan958, Jun-dan20 and 
Zhong-ke11 for the experiment test. The T value will be to calculate according to the 
above method under the maize embryo was upward and downward, and the 
distribution of T value was obtained as shown in Fig.9. The T value was more than 
0.45 when maize embryo was upward, while the T value is less than 0.15 in 
commonly for downward, The T is 0.4 to be the threshold of TM and judge the 
orientations of embryo surface. 

     
(a) Embryo up     (b) Embryo down 

Fig. 8. The results of embryo inspection 

      

(a) Embryo up        (b) Embryo down 

Fig. 6. S channel diagram of seed 
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Fig. 9. TM scatter diagram 

3 Experiments and Result Analysis 

The position and orientation of maize seed are determined, which needed to the full 
surface contours and color information. The image has been taken by automatic 
Exmore R CMOS digital camera (SONY, DSC-WX7 type), the lens maximum 
aperture range is from F2.6 to F6.3, The image resolution is 640×480pix, and the 
format of image is JPEG, it was output via USB2.0 interface. 

3.1 Experiments of Direction Inspection 

In this experiment, each 100 seeds of the Zheng-dan958, Jun-dan20 and Zhongke11 
maize varieties were chosen and divided into two kinds of directions. Among them, 
the radicle tips of 50 seeds were pointed to the top of the picture, the radicle tips of 
other 50 seeds were pointed to bottom of picture. The number of seed with radicle 
point to the top of picture is decided to qualified index. The result of inspection was 
achieved by image processing. At the same time, the deflection angle value was 
calculated and recorded. The test was repeated for three times, the results are shown 
in table 1. The accuracy for the direction inspection of three different variety seed was 
above 98%, the minimum average value of the deflection angle was 1.8 degree. 

Table 1. The result of direction inspection 

Factor 
Time/ 
Result 

Upward Downward 
Maximum 
(degree) 

Minimum 
(degree) 

Average 
(degree) 

Manual  50 50 0 0 0 

Zheng-
dan958 

   1 time 50 50 3.5 1.8 2.5 
   2 time 49 50 3.4 2.2 2.7 
   3 time 50 49 3.5 1.8 2.2 
Accurate rate  99%  99%    

Jun- 
an20 

1 time 50 50 3.8 2.1 2.8 
2 time 50 50 3.7 2.4 2.6 
3 time 49 50 3.5 1.9 2.4 

Accurate rate 99% 100%    

Zhong-
ke11 

1 time 49 49 3.3 1.7 2.3 
2 time 50 50 3.4 2.2 2.8 
3 time 49 50 3.6 2.4 2.9 

Accurate rate 98% 99%    
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3.2 Experiments of Embryo Orientation Inspection 

In the same way, each 100 seeds of the Zheng-dan958, Jun-dan20 and Zhongke11 
maize varieties were chosen and divided into two kinds of embryo up and down, each 
test were chosen 50 seeds. It was tested same with the above method, the results were 
shown in table 2, the accurate rate of Zheng-dan958 for embryo up was 98%, the Jun-
dan20 was 93%, the Zhong-ke11was 93%. In addition, the accurate rates for embryo 
down respectively were 99%, 98% and 95% respectively. 

Table 2. The result of embryo orientation inspection 

Factor Time/Result Embryo up Embryo down 

Manual  50 50 

Zheng-
dan958 

1 time 47 49 
         2 time         45 50 

3 time 50 50 
Accurate rate   94%  99% 

T average value  0.68  0.12 

Jun-
dan20 

1 time 48 50 
2 time 49 48 
3 time 50 50 

Accurate rate  98%  98% 
T average value  0.59  0.13 

Zhong-
ke11 

1 time 45 50 
2 time 46 47 
3 time 49 46 

Accurate rate  93%  95% 
T average value 45 50 

4 Conclusions  

Maize is the second large crop in China. The orientational planting cannot make 
maize leaf growing consistently, but also improve the maize leaf photosynthetic 
capacity of per unit area and yield of maize. So the extraction of maize embryo and 
orientation method based on image processing has been conducted in this paper. The 
automatic extracting maize seeds embryo and orientation information has been 
realized through image color channel conversion, segmentation, preprocessing, and its 
contour characteristic analysis. Through three maize varieties experiments, the 
conclusions are shown in follows: 

A contour curvature analysis method was put forward to determine the maize seed 
"tip" direction, the maize seed "tip" direction was detected and the angle of deflection 
was measured using contour curvature analysis method. 
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The S channel of HSV image was preprocessed by Otsu method, a rectangular 
region ROI in the picture was defined and the pixels within the region had been 
calculated, the region-specific ROI pixels of the positive and negative maize seed 
were compared by TM threshold, so the maize seed embryo side towards had been 
distinguished. 

This paper adopted Zheng-958, Jundan-20 and Zhongke-11 maize seed for research 
object, each variety was repeated three times by using the above methods, the results 
showed that the average accuracy of embryo inspection was more than 95%; the 
direction average angle was 2.2 °. 
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Abstract. Greenhouse irrigation optimization decision support system (GDSS) 
is developed for the irrigation management of greenhouse crops in the 
northwest arid area of China. GDSS forecasts on relative yield and aids to 
develop irrigation schedule in terms of growth periods, comprehensively 
considering soil, crops and water supply conditions. The system consists of 
three modules. The database module stores all kinds of data using the Access 
database. The model module includes optimization models of greenhouse crops 
under insufficient irrigation based on uncertainty. These models are 
programmed by lingo, which can be invoked through internal interface. The 
man-machine dialogue module is designed with the principal of user control, 
user-friendly, visuality, usability, conciseness and uniformity. The GDSS can 
provide the decision makers the alternative decision making under uncertainty. 

Keywords: Decision support systems, Greenhouse irrigation optimization, 
Man-machine dialogue, Uncertainty. 

1 Introduction 

In the northwest of China, the available water resources is less than 2200 m3 per 
capita, only one quarter of the world average level[1]. The agricultural water 
consumption accounts for approximately 70% of the total water uses. Improving 
irrigation management is most likely the best option in most agricultural systems for 
increasing the efficiency of water using so as to mitigate the shortage of water 
resources [2]. At present, an effective method to improve management efficiency is 
applying the modern technology particularly Computer and Database in agricultural 
irrigation management. 

As efficient tools for improving management efficiency, Decision support systems 
(DSSs) are relatively new disciplines that have emerged from the development of 
earlier management information systems (MIS) which are data oriented and, for the 
most part, simply a means of retrieving data from large databases grounded on 
selected queries. This new discipline focuses on the design and development of DSSs, 
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while at the present time there is a solid conceptual footing and increasing number of 
applications that demonstrate their importance and efficiency in aiding management 
[3]. DSSs involve computer software and hardware, information theory, artificial 
intelligence, management science, and many other disciplines. DSSs are used to solve 
semi-structured and un-structured problems that cannot normally be expressed in 
unambiguous formulas [4]. Besides, DSS can effectively improve the decision-
making ability of managers, as well as enhance the scientific of decision-making and 
the degree of information, especially for complicated management systems such as 
sustainable planning systems of rural area and irrigation management system. 

A series of decision support systems for resource management have been 
developed, regarding the comprehensive planning of socioeconomic development and 
eco-environment protection, [3,5,6].  With the extensive application of uncertainty 
methods in optimization management, more and more uncertainty models have been 
put into above management systems, for example, UREM-IDSS[5] has been 
developed based on an inexact optimization model to aid decision makers in planning 
energy management systems. In the field of irrigation, [6] developed an integrated 
scenario-based multi-criteria decision support system (SMC-DSS) for planning water 
resources management in the Haihe River Basin. [7] developed the software for 
water-saving irrigation management and decision support system in the light of the 
complexity and real-timeliness of water use management in farmland irrigation.  

In the northwest arid area of china Greenhouse has been widely applied because of 
the characters as energy-saving and manageable, hence, study on DSSs for optimal 
management of greenhouse irrigation is significant to alleviate water scarcity. 
[8]designed an expert system for mini-watermelon culture management in greenhouse 
based on the growth model was developed, the system was designed to help 
agronomists and famers to make strategic and tactical decisions. [9] introduced a 
decision support system for greenhouse constructed with data warehouse and data 
mining technology considering most of expert knowledge in agriculture is descriptive 
and experiential.  

In the aspect of greenhouse irrigation optimization, A lot of experiments and 
research have been carried out, the theories of water consumption efficiency pattern, 
water use and optimal irrigation schedule of tomato[10], watermelon[11],muskmelon 
and hot pepper[12]of greenhouse in arid northwest China are pretty mature. However 
the application of these results is relatively limited because the knowledge is too 
complex for most of decision makers and a large part of theories are aimed at a given 
area and specific crops.  

The above-mentioned research results indicated applications of DSSs and 
uncertainty methods in the field of water resource management are significant and 
commendable. A majority of useful and valuable theories regarding irrigation water 
management and allocation should be applied more widely. In this paper, 
consequences in the form of interval would recommended to decision makers as a 
result of applying uncertainty methods to a crop-water production function-Jensen 
model. Moreover, a greenhouse irrigation decision support system developed in this 
study is developed which is a further application of existing associated irrigation 
theories of water consumption efficiency pattern, water use and optimal irrigation 
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schedule ,and is able to provide alternative decision makings scientifically and 
comprehensively for decision makers. Through reducing less important variables and 
keep relative significant variables as well as updating experimental data of 
representative areas, GDSS is applicable for the northwest arid area of china including 
where lack measured data. 

The aim of this study is to build a common uncertainty based irrigation 
optimization model for greenhouse crops on the basis of existing associated irrigation 
theories, use the actual greenhouse irrigation experiment data and corresponding 
analysis results as references, and develop a greenhouse irrigation decision support 
system to provide alternative irrigation schedules for decision makers through 
comprehensive scenario analysis and an user-friendly graphical user interface (GUI).   

2 System Design 

Greenhouse irrigation optimization decision support system (GDSS) is developed for 
the irrigation management of greenhouse crops in the northwest arid area of china. 
GDSS forecasts relative yield and aids to develop irrigation schedule in terms of 
growth periods, comprehensively considered soil, crops and water supply conditions. 
The system contains meteorological data outside the greenhouse and all kinds of 
experimental data inside the greenhouse in Shiyanghe River Basin from 2008 to 
2011.GDSS is based on the interval optimization model of greenhouse crop under 
insufficient irrigation, which figure out relative yield interval and water consumption 
interval of each growth period, and recommend an optimal irrigation procedure 
according to the soil and crop parameter and water supply conditions input by the 
users. Furthermore, scenario analysis of a series of information include the relative 
yield, water consumption and irrigation schedule according to the experimental data 
and User’s input will presented thus to provides decision makers a clear comparison 
between all the circumstances so as to aid decision making efficiently. Fig1 
demonstrates the system architecture. 

  

  
Fig. 1. System architecture  
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3 Database Module 

The database module is responsible for the retrieval, updating and visualization of the 
information required, and is composed of a database and a database management 
system. The database is designed and implemented to represent all the relevant data, 
while the data management system comprises the software required to create, access 
and update the database [13]. 

All these data can be divided into two classes, one is static data from Shiyanghe 
River Basin, which is stored in Access database, and exit in the form of data table of 
data set. Consequently, database operations can be performed even disconnecting 
from the database. We use ReportViewer control to display chart, line graph and 
histogram in graphic user interface. Another data class is dynamic data consist of user 
input and calculated results. Data structure is showed as Fig2. 

 

  

Fig. 2. Data structure 

4 Model Module 

4.1 Overview of Model 

The optimization model of greenhouse crop under insufficient irrigation(OMGII) is 
based on the crop-water production function-Jensen model, which is structure logical 
and has been widely used in arid area in China [14]. With the consideration of 
uncertainty exit in formulating the insufficient  irrigation schedule of greenhouse 
crops, the maximal evapotranspiration(ETmax)and minimum evapotranspiration(ETmin) 
are set as interval value, therefore, the consequences of this model are interval 
number, which provides users with a reference range. The final model is as follows: 

Object function： 

                    (1) 
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The object of OMGII is to maximum the relative yield. Where Y is actual yield, 
Ymax is the yield under sufficient irrigation, n is growth stages, a stage variable, ETi  
is  the actual water consumption of each growth stage, mm, ETmaxi is the maximal 
water consumption, mm, λi is water sensitivity index, 
Subject to: 

 ( )mi n1000i i iW Hγ θ θ= −                (2) 

Where Wi is the effective water available for crop at stage i, a state variable, mm,  
Hi is the depth of design root zone, mm, θi is average soil water content, g/g, θ0 is the 
initial soil moisture content θmin is the lower limit of soil water content, g/g, γ is the 
soil dry density, g/cm3. 

1 i i+ +Gi i i iET W W m P± ±
+= − +          (3) 

Equation (3) is a state transition equation indicating water balance process, where 
Pi is the effective precipitation, mm, Gi is irrigation quota, mm, mi is irrigation water 
amount, decision variable, mm. 

1i i iQ Q m± ± ±
+ = −                         (4) 

Equation (4) is a state transition equation indicating water distribution 
process, where Qi is increment of ground water, mm. 

                   i im Q± ≤                            (5) 

Equation (5) is an irrigation quota upper limit equation. 

mi n maxi i iET ET ET± ± ±≤ ≤                   (6) 

Equation (6) indicates the bound of actual water consumption. 

mi n i fθ θ θ≤ ≤                         (7) 

Equation (7) indicates the bound of average soil water content. 

0,im i± ≥ ∀                          (8) 

Equation (8) is the variable nonnegative constraint. 

4.2 Model Linkage 

Above model is programmed by lingo, which supports programming in the form of 
dynamic linking library. On the basis of different number of growth period, two lingo 
programs are written. After sufficient case tests, by changing the file input output 
function to @pointer(n) and corresponding address defined in C#, it is able to transmit 
data from shared memory directly. 
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5 Man-Machine Dialogue Module 

5.1 System Flow 

  
Fig. 3. System flow 

5.2 GUI and Functions 

By double-clicking the icon of the GDSS, the user can enter the system’s login 
interface (Fig 4). After register an ID and check username and password, the user can 
enter Static display interface (Fig 5). Technical route, system function, framework, 
system flow, model can be displayed by clicking on buttons in the left side of static 
display interface.  
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Fig. 4. Login interface 

 

Fig. 5. Static display interface 

Users can access a function selection interface (Fig 6 by clicking on Function 
Selection button, this interface consists of three buttons corresponding three important 
functions of GDSS. 
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Fig. 6. Function selection interface 

(1) Information Query  
With the selection of Information Query, there entrance an information query 
interface (Fig 7), there are four parts as showed in Fig7, each of them includes two 
areas. The left area provides user Listbox for select time or district and checkbox for 
multiple selection of correlation parameters, as well as buttons for select display 
format of data on the report area on the right side. In addition, the report area on the 
right side has export capabilities for export useful data. 

 

Fig. 7. Information query interface 

(2) Dynamic Decision 
The dynamic decision interface is able to help formulating optimizing irrigation 
schedule of four crops as Fig 8 showed after above dynamic linking. For each crop, 
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the upper input region comprises input parameters that would affect the result to a 
different extent. An initial value (from the experimental data)is assigned to each input 
parameter for users who is short of measured data, while users might as well modify 
the input with their owe data. An optimizing irrigation schedule and a predicted 
relative yield are output in the output region below by clicking on the obtain solution 
button after all input parameters get a value conformed to the specification.  

Moreover, a Save button on the bottom panel is for users to save a set of input 
parameters and optimizing solution under a certain condition of crops, soil and water 
supply. The saved parameters and solution can be viewed in the Scenario Analysis 
interface. 

 

Fig. 8. Dynamic decision interface 

(3) Scenario Analysis 
Scenario analysis interface is the most important part to assist decision making with a 
tab control including four tab pages showed in Fig 9 to 12 Buttons on the left is 
corresponding to four crops. Water consumption and deficiency sensitivity index 
(WD) section (Fig9) contains interval value of maximal and minimal crop water 
consumption data and deficiency sensitivity index of each growth period acquired 
from experiment data, which is a reference for users who is short of measured data.  
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Fig. 9. WD section 

Optimization of crop irrigation schedule (OS) (Fig 10)and water consumption and 
yield tendency (WT) section (Fig 11) consist of optimizing solutions calculated from 
the reference data. Three ReportViewers have been added to both of them, the upper 
one is used to display chart of optimizing irrational schedule and optimizing relative 
yield, while the lower two is for display line graph and histogram. In OR section, the 
lower report will display the range of actual water consumption at a certain water 
supply condition by choosing water supply and clicking show chart button, and the 
variation range of actual water consumption with the increase of water supply at a 
certain growth period will be revealed after choosing a growth period and clicking 
above button in the WT section. 
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Fig. 10. OR section 

 

Fig. 11. WT section 

The last section (Fig12) is for user to check the data that user saved before in the 
dynamic decision interface. User can contrast all the saved optimizing solution and 
delete useless data, thereby, GDSS helps decision maker to make a wise decision. 
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Fig. 12. OS section 

6 Result Analysis and Discussions 

Generally, the developed GDSS could be used to support greenhouse irrigation 
management in the northwest arid area of china. Through incorporating advanced 
database system, optimization technique, uncertainty method and User-friendly 
graphic user interface, a series of practical and scientific irrigation schedule under 
various circumstances could be recommended. The basic fruit quality, water 
consumption and yield, and meteorological data, compiled in the database system 
were collected from many greenhouse experiments in Shiyanghe River Basin. These 
first-hand data reflected the actual relation between irrigation schedule and fruit 
parameters and provided valuable references to districts lack of measured data. A 
dynamic decision function is developed for obtaining a recommended solution 
presented in the form of interval through a dynamic linking with lingo program of 
OMGII. The input parameters should be assigned according to the local actual data. In 
the last stage of the whole decision, users enter scenarios analysis interface, compare 
all the alternative solutions intuitively. 

In future research, more valuable data such as experiment results from other district 
should be added into the database to provide more references. Moreover, the 
irrigation optimization model under uncertainty should consider more uncertainty 
factors besides water consumption thereby obtaining more precise solution. 
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7 Conclusion 

Greenhouse irrigation optimization decision support system (GDSS) is developed in 
this study for the irrigation management of greenhouse crops in the northwest arid 
area of china. GDSS forecasts relative yield and aids to develop irrigation schedule in 
terms of growth periods, comprehensively considered soil, crops and water supply 
conditions. The system contains meteorological data outside the greenhouse and all 
kinds of experimental data inside the greenhouse in Shiyanghe River Basin from 2008 
to 2011.GDSS is based on the interval optimization model of greenhouse crop under 
insufficient irrigation, which Fig out relative yield and water consumption of each 
growth period, and recommend an optimal irrigation procedure according to the soil 
and crop parameter and water supply conditions input by the user.  Furthermore, 
scenario analysis of a series of information include the relative yield, water 
consumption and irrigation schedule obtained from the experimental data and user’s 
input will presented to the user and thus aid decision making. 

GDSS is a further application of existing associated irrigation theories of water 
consumption efficiency pattern, water use and optimal irrigation schedule ,and is able 
to provide alternative irrigation schedules for decision makers through above 
comprehensive scenario analysis and user-friendly graphical user interface (GUI). 
GDSS is convenient for users even those who are lack of computer programming or 
system modeling knowledge. Thus, users can concentrate on developing and 
comparing alternative irrigation schedule. 
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Abstract. This paper studied the construction of Pear Diseases Domain 
Ontology (PDDO), and the realization of query system based on PDDO and 
SWRL. First, an approach to build PDDO based on SWRL was proposed, 
which consists of confirming core concepts, adding the properties of concepts 
and the relationships between concepts, adding the instances of concepts, 
representing domain ontology, adding SWRL rules and reasoning. Then the 
query system model and implementation algorithm were given. The query 
system, which integrates SWRL with Jess reasoning engine based on the SWRL 
rules, realized disease query, instance query, and diagnosis query by Protégé-
OWL API. The query system realized excavating implicit relationships and 
renewing PDDO relative to previous system. Through the query system based 
on reasoning pear diseases knowledge can be obtained from PDDO according 
to user needs, furthermore, new and inferred knowledge are written to the 
PDDO owl file. 

Keywords: Protégé, SWRL, Protégé-Owl API, pear; ontology, query, JESS. 

1 Introduction 

With the development of owl ontology language, more and more knowledge systems 
based on domain ontology are developed. The development of knowledge system 
includes knowledge representation, storage, reasoning, query and so on, in which 
query and reasoning are the key technologies, through them knowledge can be 
obtained from ontology [1]. In order to realize pear diseases knowledge query based 
on reasoning, the query system based on PDDO and SWRL is studied in this paper. 

2 Technologies and Tools on Ontology 

2.1 Protégé 

Protégé is a open source ontology editor, which allows user to model ontology. The 
Protégé platform provides two main ways of modeling ontology via the protégé-
frames and protégé-owl editors. Protégé ontology can be exported into a variety of 
formats including OWL [2] ,RDF(S) [3], and XML Schema. Further more, Protégé 
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can be extended by way of a plug-in architecture and a Java-based Application 
Programming Interface (API) for building knowledge-based tools [4]. 

2.2 Protégé-OWL API 

The Protégé-OWL API is an open source Java library for the Web Ontology 
Language and RDF(S). The API provides classes and methods to load and save OWL 
files, to query and manipulate OWL data models, and to reason. Furthermore, the API 
is optimized for the implementation of graphical user interfaces [5]. 

2.3 SWRL 

SWRL is a Semantic Web Rule Language based on a combination of the OWL DL 
and OWL Lite sublanguages of the OWL Web Ontology Language with the 
Unary/Binary Datalog RuleML sublanguages of the Rule Markup Language. SWRL 
includes a high-level abstract syntax for Horn-like rules in both the OWL DL and 
OWL Lite sublanguages of OWL. A model-theoretic semantics is given to provide the 
formal meaning for OWL ontology including rules written in this abstract syntax [6]. 

2.4 JESS 

Jess is a Java-based rule engine. Jess system consists of a rule base, fact base, and an 
execution engine. It has been used in Protégé-based tools, e.g. SWRLJessTab[7], 
SweetJess, JessTab. 

3 Construction of Pear Diseases Domain Ontology Based on 
SWRL 

At present, ontology construction methodologies have not been standardized, there 
are numerous frequently quoted approaches. In this paper, an approach for building 
domain ontology based on SWRL is proposed. The process of it consists of the 
following phases: 

3.1 Confirming Core Concepts 

In this case, core concepts of pear diseases domain are collected according to features 
needed by diseases diagnosis and pear diseases. Firstly, “Pear-tree” is selected as the 
first concept, and then the concepts relating to “Pear-tree” are selected. Table1 gives 
the names and explanations of these concepts. 
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Table 1. The general concepts of PDDO 

Name Explanation 
Disease Refers to the categories of the pear diseases 
Growing-period Reflects the time that pear elapses from  

seeding to mature 
Part Refers to the diseased parts of pear,  

instances: root, fruit 
Pathogen Feature Reflects the features of pathogens.  

Instance: black small point 
P-kind Refers to the kinds of the pathogens that 

cause pears fall ill 
Pear-tree Refers to pears 
Symptom Color Reflects the variety of colors that the  

diseased parts of pears change to 

Shape Reflects the variety of shapes of the spots. 

Dynamic-   
symptom 

Reflects the symptoms of the diseased 
pears , instance: rotting. 

3.2 Adding the Properties of Concepts and the Relationships between 
Concepts 

In this case, every core concept has different properties to be added, for example: 
“describe” is added as the property of “disease” to describe the features of diseases. In 
addition, the relationships between concepts are added. Table2 gives the relationships 
between “Pear-tree” and other concepts. 

Table 2. The relationships between “Pear-tree” and other concepts 

Name Explanation 
At-part Reflects the relationship between “Pear-tree” and “part” 
Has-ds Reflects the relationship between “Pear-tree” and “Dynamic-

symptom” 
Has-c Reflects the relationship between “Pear-tree” and “Color” 
Has-disease Reflects the relationship between “Pear-tree” and “Disease” 
Has-shape Reflects the relationship between “Pear-tree” and “Shape” 
Has-feature Reflects the relationship between “Pear-tree” and “Feature” 
Has-pathogen Reflects the relationship between “Pear-tree” and “P-kind” 
At-period Reflects the relationship between “Pear-tree” and “Growing-period” 

3.3 Adding the Instances of Concepts 

It is necessary for building domain ontology to supply the instances of concepts. For 
example: in this case, “change color” , “die”, “dry-rot”, “ falling-off”, “ putrescence” , 
“rotting”, “spotting”, “wilting ” are added as instances of  “Dynamic-symptom”. 
“branch”, “ fruit”,  “fruit-stem”, “leaf”, and “root” are added as instances of “Part”. 
Names of pear diseases are added as instances of “Disease”, for example:. 
“Steptomyces-scabis”, “Pear-Brown-blight”, “Pear-Rust”, “Pear-Valsa-Canke”, 
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“Pear-anthracnose”, “Pear-blackPedicle-disease”,  Pear-black-shank”, “ Pear-black-
spot”, “Pear-blight” and so on. 

3.4 Representing Pear Diseases Domain Ontology 

In this case, protégé 3.4.8 is selected as the developing tool, so the PDDO can be 
represented by OWL. Further illustrate below: 

Firstly, according to the confirmed core concepts, corresponding classes of  
PDDO are created by using protégé. Classes structure of PDDO can be shown by 
OWLVizTab in protégé (see Fig.1). Secondly, data properties and object properties of 
classes are added, relationships between concepts can be represented by way of 
adding object properties. For example: Fig.2 represents the relationships between 
“Pear-tree” and other classes by JambalayaTab. Finally, instances of classes are 
added. After that, an owl file ( tree.owl ) is created by protégé. 

  

Fig. 1. Classes structure of PDDO Fig. 2. Relationships between “Pear-tree” and
other classes 

3.5 Adding SWRL Rules and Reasoning 

3.5.1.  SWRL Editor 
The SWRL Editor is an extension to Protégé-OWL, which supports the interactive 
editing of SWRL rules. The editor can be used to create, edit, read and write SWRL 
rules .It is accessible through the SWRLTab within Protégé-OWL [8] (see Fig.3). 

3.5.2  Building SWRL Rules Library 
A rule axiom consists of an antecedent (body) and a consequent (head), each of which 
consists of a set of atoms. Atoms can be of the form C(x), P(x,y), sameAs(x,y) or 
differentFrom(x,y), where C is an OWL description, P is an OWL property, and x,y 
are either variables, OWL individuals or OWL data values. where both antecedent 
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and consequent are conjunctions of atoms written a1 ∧ ... ∧ an. Variables are 
indicated using the standard convention of prefixing them with a question mark (e.g., 
?x) [ 9].  

For example: the symptoms of “rust of pear” are as follow: it mainly destroys 
leaves, makes leaves show circle yellow scabs, further more some yellow acicular 
points on scabs. The description of this symptom by SWRL rule is as follow: 

Pear-tree(?x) ∧ At-part(?x, leaf) ∧ Has-ds(?x, spotting) ∧ Has-c(?x, yellow) ∧ Has-
shape(?x, circle) ∧ Has-feature(?x, yellow-acicular-small-point) → Has-disease(?x, 
Pear-Rust)  

Using this syntax, some rules relating to pear diseases diagnosis are created by the 
SWRL Editor, so that SWRL rules library based on PDDO is built. (see Fig.3). 

3.5.3   Reasoning Based on SWRL Rules  
The SWRL Editor itself does not perform any inference. However, a bridge 
mechanism is provided to allow interoperation with rule engines [10]. At present, the 
Jess rule engine is supported, and is accessible through the SWRLJessTab that is a 
plug-in to the SWRLTab in Protege-OWL. It supports the execution of SWRL rules 
and provides a graphical interface to interact with the SWRLJessBridge. After editing 
rules, “OWL+SWRL->JESS” button can be pressed, which can transfer all SWRL 
rules and Pear diseases OWL knowledge to the Jess rule engine. When "Run Jess" 
button is pressed, Jess will run its inference engine and possibly generate new 
knowledge[11]. At that point, this inferred knowledge can be passed back to the owl 
file (tree.owl) by pressing the "Jess->OWL" button (see Fig.3). In this case, reasoning 
based on rules realizes building new relationships between instances of “Pear-tree” 
and “Disease”. For example: a new relationship between “pear3” the instance of 
“Pear-tree” and “Pear-Rust” the instance of “Disease” is inferred by the above SWRL 
rule ,that is “pear3” Has-disease “ Pear-Rust” (see Fig.4). 

 

   

      Fig. 3. SWRL Editor                     Fig. 4. New relationship inferred 
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4 Design and Realization of Query System Based on PDDO and 
SWRL 

4.1 Architecture of Query Model  

In order to design query system, the model of it is built at first .The model consists of 
six modules, which are shown in the Fig.5. Further illustrate below: By using 
interactive query interface, users can customize query conditions, which are sent into 
query processor. The functions of the query processor are executing corresponding 
algorithms and calling Protégé-OWL API methods according to the given query 
conditions. Parsing ontology file, it is a way to access and draw information from 
ontology file. Jess rule engine can transfer all SWRL rules and Pear diseases OWL 
knowledge to the engine, run its inference engine, and pass inferred knowledge back 
to the owl file .Finally, the query results can be outputted in the visual interface. 

4.2 Parsing the Pomology Domain Ontology  

In this study Protégé-OWL API is used to parse the PDDO. An OWLModel is created 
through the ProtegeOWL.createJenaOWLModel(), which can load an OWL files, 
then the resources can be created, queried, deleted through the methods of 
OWLModel .In this case , owlModel1 is created to load “tree.owl” file. The methods 
of Protégé-OWL API that are used in this study are listed below: the certain 
OWLClass can be obtained by calling of getOWLNamedClass(), the certain 
RDFIndividual can be obtained by calling of getRDFIndividual(), the certain 
RDFProperty can be obtained by calling of getRDFProperty(), calling 
getUserDefinedOWLObjectProperties() can get all object properties collection.  

User

Query
Interface

Query
professor

Parse file
by Protégé Owl API

Ontology
File

Individuals
Rules

Jess rule
engine

Visual
output

Facts
Base

Rules
Base

Classes
properties

 

Fig. 5. Flow-process diagram of query model 

4.3 Realization of Query System Based on PDDO and SWRL 

This query system realizes three kinds of query, which are disease query, instance 
query, and diagnosis query. Further illustrate below:   
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1) Disease Query  
The instances of “Disease” class are listed on the left side of visual query interface, 
and the TextArea is on the right side. While user selects one from the list, the 
introduction of the certain pear disease is displayed in the TextArea (see Fig.6). 
Details of the method are as follows: 

Firstly, the instances list of “Disease” class are realized by using JList. 
GetOWLNamedClass() is called by the defined owlModel1 to obtain the OWLClass 
“Disease”, and then getInstances() is called by it to obtain all instances of OWLClass 
“Disease”, finally, the instances are saved into a collection, iterated, and added into 
the listModel of JList. The algorithm is as follows: 

 

Collection ins=Disease.getInstances(); 
DefaultListModel listModel = new DefaultListModel(); 
for(Iterator i4=ins.iterator();i4.hasNext();) 
 { OWLIndividual in=(OWLIndividual ) i4.next(); 

String t=in.getLocalName();  
listModel.addElement(t); } 
 

Secondly, addMouseListener () is added to answer that the user clicks one from the 
list. Calling GetRDFIndividual() that OWLModel provides to change the instance 
selected by user into the RDFIndividual, and then getPropertyValue（）is called by 
the certain RDFIndividual to obtain the value of the “describe” data property. 

 

   

Fig. 6.   Disease query interface              Fig.7.  Instance query interface 

2)  Instance Query  
Interactive instance query supports query on the instances of classes based on SWRL 
rule. User can select a property from properties of classes through the “property” 
JComboBox, and then select a value of the certain property through “value” 
JComboBox. If the “∧” button is pressed , another property and it’s value can be 
selected. While user presses the “query” button, the query results are displayed in the 
TextArea. For example : if  the instances of “Pear-tree” class that show yellow circle 
spots on the leaves would be queried , user can select “At-part”, “leaf” , “Has-ds”, 
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“spotting” , “Has-c”, “yellow”, “Has-s”, “circle” and press “query” button at last (see 
Fig.7).Details of the method are as follows: 

Firstly, obtaining properties and corresponding values to generate a string used by 
SQWRL queries.  For example: with regard to the above query, the string generated 
is as follows : Pear-tree(?x) ∧At-part(?x, leaf) ∧ Has-ds(?x, spotting) ∧ Has-c(?x, 
yellow) ∧ Has-shape(?x, circle). 

Secondly, creating an instance of  SQWRL query engine for owlModel1. 
Finally, running SQWRL queries. Calling the runSQWRLQuery()that 

SQWRL query engine provides to run SQWRL queries. 

3)  Diagnosis Query   
Interactive diagnosis query supports adding instances of “Pear-tree” class into the 
PDDO and diagnosis based on reasoning. User can input the name of a instance in  
the “name” JTextField, select properties from properties of “Pear-tree” class through 
the “property” JComboBox, and then select values of properties through “value” 
JComboBox, after that, pressing “add” button can realize adding a new instance, it’s 
properties, and values, furthermore, pressing “diagnosis” button can realize 
diagnosing the disease that the certain instance gets by reasoning based on SWRL(see 
Fig.8). Details of the method are as follows: 

Firstly, adding a new instance, properties and values. GetOWLNamedClass() is 
called by the defined owlModel1 to obtain the OWLClass “Pear-tree”, and then 
createOWLIndividual() is called by this OWLClass to create a new instance in 
owlModel1, in the end setPropertyValue (OWLProperty, OWLIndividual) is called by 
the certain instance to add  it’s properties and values. 

Secondly, reasoning based on SWRL. Getting all SWRL rules ( SWRL rules 
library) using the SWRLFactory, and then creating an instance of  SWRLRuleEngine 
for owlModel1 by SWRLRuleEngineFactory.create(), finally using the infer( ) that 
SWRLRuleEngine interface provides to load rules and knowledge from owlModel1 
into a rule engine, run the rule engine, and write any inferred knowledge back to 
owlModel1. 

Thirdly, inferred knowledge are written to the owl file. Fig.9 shows the modified 
file, the blue block represents the instance, it’s properties and values that are added in 
Fig.8, “<Has-disease rdf:resource="#Pear_Rust"/>” of blue block is a new 
relationship obtained by reason. The algorithm is as follows: 

 

FileOutputStream outFile1=new FileOutputStream(uri);// 
uri file path 
Writer out=new OutputStreamWriter(outFile1,"UTF-8"); 
OWLModelWriter omw=new 
OWLModelWriter(owlModel1,owlModel1.getTripleStoreModel().
getActiveTripleStore(),out);omw.write();out.close(); 
FileInputStream file1 = null;file1 = new 
FileInputStream(uri1); 
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Fig. 8. Disease query interface            Fig. 9. Modified owl file  

5 Conclusion 

In this paper, the modeling of PDDO based on SWRL is studied, design and 
realization techniques of the query system based on PDDO and SWRL are proposed. 
This query system based on reasoning realizes disease query, instance query, and 
diagnosis query by using Protégé-Owl API, furthermore, it supports interactive query. 
Through it pear diseases knowledge can be obtained from PDDO according to user 
needs, new and inferred knowledge are written to the PDDO owl file. Query results 
show that the query system based on PDDO and SWRL is practical for users to query 
information from PDDO. 
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Abstract. With involvement and the popularization of the Internet of things and 
cloud computing technology in the modern information agriculture, RDBMS 
has been difficult to resolve perception storage and analysis of mass data in 
Internet of things.big data storage and computing are a hotspot and difficulty of 
research on agriculture cloud computing in recent years. This article is based on 
agricultural cloud Paas platform, rural areas and farmers services to designe and 
implemente a distributed storage of large-scale data of perception using the 
DSM and distributed file system. While providing services of vast agricultural 
data of perception storage and analysis through agriculture Paas platform, while 
implementing agricultural cloud computing. DSM is designed based on Hbase 
as a mass of NoSql database which provides real-time efficient reading and 
writing, high scalability and high availability. DSM is deploied on the 
distributed file system of Hadoop which is based on HDFS. While MapReduce 
of hadoop can provide high-speed large file analysis and processing. 
Experiments indicate that the DSM technology based on application of 
agricultural Paas can meet requirement of the perceptive big data, strong 
scalability and so on. 

Keywords: DSM,cloud computing, HDFS, hadoop, Hbase, Paas. 

1 Introduction 

With the industrial upgrading of agricultural informationization in China, the Internet 
of things technology and cloud computing is also more and more been used in 
agricultural products. Big data problem have been followed  in the Internet of things 
technology[1] and cloud computing[2]. Because of the regional distribution is more 
and more widely, characteristics of wireless sensor network scale is more and more 
big[3],Sensors' data as the basis most important data of Internet of things technology 
appeared explosive growth. agricultural big data problem directly appear in front of 
us. For example, if the sensors' frequency is 5 s, then a sensor got data quantity is 
17280 one day, 1000 sensors got data which are nearly 20 million for a day, the 
amount of data that there are 6.3 billion reasons for a year. Now these big data have 

                                                           
* Corresponding author. 
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saved based on relation or object model database and a large number of small 
files.But using a relational database and log files storage cost and conventional tool to 
analyze these data have been faced with resources and operational problem in whole 
system. 

recent years , big data problem is emerging continuously,cloud computing 
technology also had further development on the analysis of big data. Google first 
distributed HDFS and storage model. Have developed out of the many open source 
framework based on Google.which represented by apache Hadoop of distributed 
computing technology and HBase's DSM. Current agricultural sensors' data type is 
single, semi-structured and oriented to single data record, therefore DSM technology 
and distributed computing is suitable for agricultural data processing mode. 
According to agricultural sensory data are extensively distributed and big, single 
structure and so on, which used Hadoop to agricultural Paas cloud platform, through 
DSM technology and HBase open-source database construct storage of Paas. 
Agricultural cloud Paas platform would put sensors'data storage as a service of 
platform and opening interface to the outside. the users through the interface to use 
big data storage services while agricultural Paas cloud also can provide big data 
analytics service at the same time.  

2 Overall Design of DSM on the Paas 

2.1 DSM and Hbase 

The article "A decomposition storage model" proposed the DSM (decomposition 
storage model) detail concept at SIGMOD conference in 1985, and the Sybase had 
DSM Sybase IQ database system 2004 years or so which is mainly used for on-line 
analysis, query intensive applications such as data mining. DSM compared with the 
NSM (N - ary storage model), the main difference is that the DSM will all records in 
the same field and NSM is aggregation of all the fields in each record[4]. 

The HBase is an open source implementation of DSM. HBase is distributed and the 
columns of the storage system which provides real-time, speaking, reading and 
writing and random access to big data sets. HBase table automatically cut into 
different region, each area contains a list of all the lines of a subset. HBase is 
composed of a master node server coordination of one or more area (region server). 
HBase implementation depends on the Zookeeper to coordinate, zookeeper select a 
node as the Master, the rest of the nodes in the region server. HBase table consists of 
rows and columns[5], by default, HBase automatically assigns the timestamp when 
inserted in the cell.content of tables' cells is a byte array which is not explained. Each 
row of the column are grouped to form columns as column families, all the columns 
of the cluster members have the same prefix, columns in the group by qualifier.as a 
result, each column means for the column family: the qualifier. 

Agricultural sensory data characteristics is a single structure, large amount of data. 
Use relational database to build storge in the early stages what did not consider the 
characteristic of large scale and distributed of sensors'data.and relational database in 
the bottleneck with the development of the Internet of things technology. general 
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solution is done by copying or partition distributed storage, but the installation and 
maintenance cost is very high. Use of distributed storage technology, the expansion 
characteristics can dynamically add or delete storage nodes without changing the 
existing data storage way, distribution of the data on the server cluster cleverly. one of 
the important advantage that agricultural Sensory data used stored in columns is that 
the entire database is automatically indexed via selection rules are defined by column 
in the query.when query by only a few fields that greatly reduce the read of big data 
via storing gathering data of each field for columns storage.while it is more easily to 
design better compression/decompression algorithm for this storage of gathered. 

2.2 Overall Structure of DSM on the Paas 

Design a sense data storage service on agriculture Paas platform according to sensors' 
data type is single, large amount of data.architecture is shown in figure 1. It contains 
three layers: 

 

 

Fig. 1. Structure of DSM on the Paas 

(1) the data gateway and the cache: the sensors'data which were got form the Internet 
of things access to distributed storage cluster via the gateway.the gateway classify the 
sensors'data accroding to different times and different regions of the data.the gateway 
also is called data access entrance.If all the area sensors'data are collected to the 
cluster database at a time, because of the characteristic of the Hadoop cluster to 
handle large files[6] that will query real time data and analysis take a long time. 
therefore sensors'data will be collected and stored in the cache from different regions, 
the cache data is used by the relational database, depending on the time to cache a 
particular interval data, has been used to carry out real-time query and analysis. 

(2)Distributed storage cluster : distributed storage of the sensory data, the hadoop 
cluster obtain real-time sensors' data from the data gateway and the cache, and have a 
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persistence. the distributed cluster also manage these metadata and distribution with 
cluster scheduling.  
(3) the WebService service: this mainly provided sensors' data storge service, real-
time query and big data analytics services for the agricultural Paas platform. 
Developers can also use the the sensors'data services which Paas platform provides to 
customize special application of agricultural data storage and analysis. 

3 Application of DSM in the of Paas 

3.1 Construct of Hbase on Paas 

HBase is a distributed storage application which built on a Hadoop cluster.So first to set 
up a Hadoop cluster and configure Hadoop cluster. Node number of hadoop's DataNode 
is 5, the NameNode is 1, Jobtracker node is 1 and a Master node.Each node's CPU is the 
Intel i3 and 2 Gb ram while have a 500 gb hard drive and the operating system for 
Ubuntu 10. Use Hadoop version is cloudare open-source, built-in HBase version 
corresponding to a zookeeper. Set the data block is 64 MB, replications is 3. This 
Hadoop cluster as a Paas platform is distributed structures for computing platform, data 
storage. The construction of the Hbase specific steps are as follows: 

(1) deployment of zookeeper.zookeeper as Hbase's management scheduling, which is 
deployed separately on a node.It is used to control the Hbase distributed storage 
cluster. Zookeeper determine to monitor specific information of Hbase through 
extracting configuration files.  

(2) deployment of Hbase. First to config Hbase on Hadoop NameNode, Hbase is 
introducesd to the Hadoop cluster; Second to config the associated files of zookeeper 
and Hbase on Hadoop cluster; Finally, deployment of Hbase in the DataNode and 
start the Hbase cluster to realize the construction of distributed storage[7]. 

3.2 Structure Designe of DSM 

A Storage architecture is designed by this paper is two structure tables, It respectively 
contain the sensor group table and sensors'data tables. Sensor group table is mainly 
used to store sensor group information. Sensorgroupid as a row with the info as a 
column family.Info provide key/value of key-value pairs to define sensor group 
information such as name, address, description for the column.Which is including 
(info: gid, info: IP, info: port, info: region servers, info: avaCapacity, info: the 
location). Sensors'data table mainly storage sensors' data of sensor group.data table 
will be sensorgroupid and reverse timestamp as a row, sensordata as a column family 
and column family contains (sensordata: tem, sensordata: co2, sensordata: soiltem, 
sensordata: hum, sensordata: soilhum, sensordata: sun)[8]. 

Efficient reading is the key design of DSM for big data of Sensors'data. For sensor 
group table, using sensor group id as a row, because it is usually queried as a keyword 
in the entire sensor group.while the sensory data table row key used a combination of 
sensor group id and reverse time stamp. so that we can observe real-time data 
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according to a sensor group data by time stamp. The latest sensory data will be put in 
front of the row. Table design is illustrated below as Table 1. 

Table 1. Design of sensordata table 

 

3.3 Sensors'data Storage Service 

DSM applications of Paas in agricultural is mainly embodied in as a service provided 
to developers or users.the user encapsulate specific applications by calling service. 
And sensors' data storage as a service use a three layer scheduling method. First 
having a persistence at the bottom of the infrastructure.Using Hbase to sensors'data 
storage.Second processing a the OO storage operation on the Paas layer. The 
operation of each table in the Hbase needs to acquire the objects of HTable, then use 
the put and get methods to complete the data operation of insertting and reading. 
Using HBaseAdmin object to complete the operation of creating and deleting table. 
Finally At the application level, store operation is encapsulated on the Paas and form 
the service interface while releasing a version of the WebService.Developers and 
users can invoke the WebService of storage service to storage sensors'data via the 
Paas. storage service on Paas as shown in the figure2 below. 
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Fig. 2. Storage service on Paas 

4 Experimental Results 

To verify efficiency of storage and query of HBase and analysis ability of large data, 
comparing Hadoop cluster which used 20 nodes with single computer in operation of 
GET and SCAN data's time from the 100 sensor groups for a month. Figure 3 shows 
the time relationship of GET data between single machine's sensor nodes and cluster. 

 

Fig. 3. Time relationship of GET data between stand-alone and cluster 

Can be Seen from the Diagram. The gap of standalone and cluster is not big when the 
amount of data is small. The amount of data increases with the passage of time, the 
advantage of cluster began to highlight.The growth of reading time is lower than that of 
single. HBase cluster had an visible obvious advantage for storing big data. Figure 4 
shows the time relationship of SCAN data between single machine's sensor nodes and 
cluster.Can be seen from Fig.4. When cluster and stand-alone execute operation of 
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SCAN at the same time, efficiency of cluster is lower than stand-alone's. This shows 
that HBase is not fit to do a full table operation and is suitable for random access. 

 
Fig. 4. Time relationship of SCAN data between stand-alone and cluster 

For example, analysising nearly the highest temperature for a month. Hbase cluster 
and single machine carries on a comparison while analyzing by MapReduce in Hbase 
and analyzing by traditional method in stand-alone.As shown in the figure5 below, 
the gap of single and cluster is not big when the data volume is less than 1G. Cluster's 
advantage began to highlight with data volume reaches G level. Analyzing time 
significantly reduced.HBase cluster got an obvious advantage in analyzing big data . 

 

 

Fig. 5. Time relationship of analyzing between stand-alone and cluster 

5 Conclusions 

This paper analyzed the problem of sensors'data storage and analysis under the 
background of big.So putting forward a distributed storage based on DSM 
architecture and combined with agriculture Paas platform to provide a service. 
Distributed cluster using Hadoop and Hbase cluster database while putting real-time 
sensors' data fast persist in distributed file system through reasonable design DSM. 
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Experiments show that using DSM in the big data persistence has high storage 
efficiency[9]and having a speed improvements by using computing of distributed 
cluster. 
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Abstract. In pig production, food conversion ratio and profit can be evaluated 
by real time detection of pig live weight. Traditional pig weight detections 
usually require direct contact with pigs, which are limited by its low efficiency 
and result in a lot of stresses even to death. The non-contact detection of pig 
body weight has become a challenge in pig production for decades. Digital 
image analysis and machine vision method enable the real time estimation of 
pig live weight by detecting pig critical body dimensions without any contact. 
This article elucidated the advantages and limitations of each detection method 
of pig body weight by comparing the system framework and estimation models. 
The research trends of contactless pig weight estimation were analyzed as well. 

Keywords: Pig, weight, machine vision, estimation, reviews. 

1 Introduction 

Weight is an important index in pig rearing. Pig’s daily gain and nutritional status can 
be evaluated immediately through getting pig’s weight timely [1]. Even the feed 
utilization efficiency can be detected by combined with automatic feeder [2]. Then 
pigs in good or bad nutrient status could be raised separately to meet uniform 
marketing weight standard. 

In traditional weight measurements, pigs need to be moved to weighing devices 
such like mechanical scale and electronic balance. The whole process is time 
consuming and laborious, it often requires at least two stockmen to spend 3-5 minutes 
for each pig [3]. This process brings lot stress to pig and even leads to sudden death; 
feed intake is going down on the day of weighing compared to before and after the 
weigh day [4]. Recent years, some manufacturers added weighing sensors inside the 
automatic feeder to weigh and record pig weight real-time. Most of these apparatuses 
are expensive and prone to erosion by sewage. In addition, they need to remold 
original piggery. 

Due to numerous problems of contact weight measurement, the non-contact 
measurement attracted attentions to measure or estimate pig weight. Early in 1988, 
digital image analysis were proposed to have about 90 kinds of potential applications 
in stock farming, which can be used to estimate pig weight [5]. Many researches have 
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proven that there is being significant correlation between animal body sizes and their 
body weight. Using image analysis and machine vision technology, key sizes or back 
area of pig could be obtained. Combining with the relation model of body sizes and 
body weight, pig live weight can be estimated accurately. The measurement technique 
based on machine vision presents many merits, such as non-contact, fast and labor 
saving. The non-contact measurement has not been widely applied in practical 
engineering, although it was researched for decades. In this article, the application of 
machine vision technique in estimating pig weight has been reviewed from two 
respects of system frame work and prediction model according to the form of machine 
vision.  

2 System Framework 

A complete machine vision system mainly includes following aspects: light source, 
lens, camera, image capture card, image processing platform, machine vision 
software, I/O (Input/ Output) devices and execution control mechanism. The control 
mechanism is not needed in pig weight estimation system, and the only output is pig 
weight information. Thus this chapter summaries as the following aspects: camera 
location, light source and image trigger method. 

2.1 Camera Location 

In order to get pig body sizes as many as possible, cameras were not only set at the 
top of pigs, but also at the side of pigs. The camera on the top of pig could get the pig 
back area and the one at the side of pig is set to get pig’s body height [6]. To reduce 
the number of cameras, pig was put in a weight cage, and a mirror was installed on 
the top canted 45 degree. Camera was fixed in the flank of pig. Consequently pig’s 
black area and its body height could be attained from one shoot [7]. There are still 
some disadvantages. Cameras are prone to contaminated by smudginess, and the pig 
being measured is possibly covered by other pigs. 

For the protection of cameras, most researchers only set up the camera on the top 
of pig. The image from top view can provide the pig body width and body length 
rather than the pig body height. Binocular vision technology could get depth 
information with two cameras fixed on the top of pig through image matching. The 
pig body height information could be figured out by 3d coordinates of points taken 
from the binocular vision [8]. 

The location of camera should be convenient for image capture and analysis, so 
that image with only one pig with straight body and static could be taken. Camera is 
commonly set up at the top of the feeding station or drinker, because pig’s body is 
straight and motionless when it is drinking or eating. If only one pig is allowed to 
enter into feeding station, which is too narrow for pig to turn round or bend. High 
quality images could be attained when camera was put on the top of feeding station 
[9]. 
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Similarly, cameras were also fastened upper the drinker for the high quality image 
[10]. Most time pig’s body will be straight when it is drinking. But when the 
temperature is high in summer, pig will scramble for the drinker, and like to lie in the 
drinking area. This brings a lot of troubles for image collection and pig contour 
extraction. 

With the development of digital camera, shutter speed advance greatly and reduce 
the requirement for pig state of motion. Even fast moving pig can be snapped clearly. 
A gallery with a camera on the top is built to let pigs go through [11, 12]. System is 
always running to detect the appearance of pig and catch appropriate images. But the 
shortcoming of this method is that pig tend to remain and explore in the aisle, which 
will influence image capture. And this method need to remold pig house which 
increase the investment and difficulty of system implementation. 

On the whole, when pig house is already built, putting the camera on the top of 
feeder or drinker area is more practical way, automatic feeding station that allowed 
only one pig enter one time is the idealist way. 

2.2 Light Source 

Light source is the most essential part of machine vision system. A good light 
environment not only enhances the contract between foreground and background, and 
simplify image processing algorithm, but also increases system speed and robustness. 
In the pig body size detection and body estimation system, light source also plays a 
very important role. 

Light is scarcely taken into account in the early research. Only the relationship 
between illumination intensity and binaryzation threshold is discussed briefly. Two 
filament lamps or two strip fluorescent tubes for illumination were used in most 
researches. In consideration of field application the semi-closed structure was used, 
where only one pig is allowed to go through or entrance. In the semi-closed structure, 
the sun light is warded off to avoid impacting pig contour extraction, and the 
background was painted to black artificially to enhance the contrast [11].  

In a real house the background is much complex. The illumination of image 
acquisition area is inhomogeneous, because most pig houses have window for day 
lighting. This brings lots of challenges to image analysis. Many researchers used 
automatic exposure to response the change and inhomogeneous of environment light, 
but this seems inadequate. It is easy to get the wrong part when extracting pig image, 
with the present of water spots or sunshine illuminate area in the field of view. It is 
inevitable for pigs to stain dirt whose color is close to the ground. From the top view, 
the dirt located at pig outlines will bring errors to contour extraction. 

Different color lights were tested to simplify pig image analysis, one machine 
vision system use a projector as light source and a clearer pig image suitable for 
image analysis was obtained when using a red slide film printed with yellow mesh 
lines fixed before projector [13]. This resulted from the higher reflection ability of red 
light compared to that of the blue and green light when the color of pig body is 
present as white and slightly red. 
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A systemic study of light for pig weight estimation system was made. Several light 
sources’ characteristics and price were compared, such as fluorescent lamp, halogen 
lamp, LED (Light Emitting Diode). The strip fluorescent lamp was suggested to use 
for uniform light. Limited by the piggery condition, the only location of light source 
is the top of pigs. Three different color filters were used to transform white light of 
fluorescent lamp to three monochromatic lights (red, green and blue) as light source, 
then image quality differences were analyzed. Red light is the best among three kinds 
of lights. Slant red light is recommended in practical to help the pig extraction [14]. 

2.3 Image Trigger Method 

After camera is installed, system needs signal to trigger snap image. Some systems 
have no trigger hardware, and systems are processing image all the time no matter 
whether there is a pig or not in the view. Hot point and cross hair method were used to 
monitor some points gray value to judge whether pig is appeared in image [15, 16]. 
And the system is always in a state of computing and waiting, leading to a low 
efficiency. A new method was invented to snap image [17], where a flow switch 
installed in water line is used as a trigger. The flow switch change state when pig is 
drinking, then the connected camera is triggered to capture image. This method does 
not need system detect and process image all the time, and has higher efficiency. 
Combining with RFID (radio frequency identification devices) reader, the designated 
pig can be snapped. But this method needs to remodel water line with the increase of 
system cost. 

Optoelectronic switch was used to detect the appearance of cow [18, 19], with the 
image snap controlled by MCU (Microprogrammed Control Unit). Sensor and 
peripheral circuit are included in this methods, resulting in the increase of system 
complexity and reduction of stability. 

RFID reader is a good way to control snapshot. A RFID reader is fastened near the 
feeder or drinker. When pig is feeding or drinking, RFID reader fetch the ID of pig, 
then send a break to system to take a shoot. This way combines with pig identification 
and needs no more additional equipment to achieve image trigger snap conveniently. 

3 Estimation Model 

It is found that some pig’s size have fine correlation relation with pig’s weight. 
Studies on the selection of measurement parameters are necessary to estimate the 
pig’s weight accurately. 

The pig’s weight was intended to be calculated by pig volume multiplying the 
pig’s density. But pig’s shape is irregular and difficult to be measured. In the previous 
research, pig was simplified to a cylinder and a cone. Then body length and chest 
circumference were used to compute volume to build relevant model with pig weight 
and the average relative error is about 2.8% [20]. However chest circumference can’t 
be obtained by image technology, so this method is not practical. There is an obvious 
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error in the estimation of pig’s volume, because it’s very hard to define regular shape 
to match every body part accurately.  

The relationship of two dimensional area and one dimensional body measurements 
with weight were built respectively. Due to the structure of piggery, camera have to 
be put on the top of pig to catch the pig’s back image for body size. Camera 
coordinate system could be built through calibration which helps the transform of 
image area to real area, and image length to real length. The relation of average 
number of pixel of pig back area with body weight was established. The relation 
varied among different breeds. The average error of estimation weight is below 5%. 
Within the range of 60-90kg weight, some breeds’ error are under 2% [9]. A few body 
measurements were used to establish relationships with weight. The better model 
among those relationships is power equation between pig back area and weight, 
whose estimation error was less than 3.7% [15]. Those relationships built between 
number of pig back pixel and weight seems not universal. If any factors such as 
camera height and resolution ratio are changed, the model is no longer suitable and 
need to be rebuilt. If pig back area and body size are real dimensions, so that the 
model is not influenced by system configuration. 

Pig height information is prerequisite for transform image area to real area. The 
object’s coordinates obtained by single camera cannot compute the height information 
without other devices. Pig is assumed as a cylinder with certain radius (r) and height 
(of the ground, h). The values of h and r are gained from a lookup table of ASAE 
[16]. The model using back area (A4) without ear and neck with weight is as 
following. 

                                             (1) 

If each pig’s model is corrected by 75 days’ weight, estimation error and the 
relative error are within 1kg and 1.25%, respectively. But this method cannot be used 
in practical application obviously, owing to the need of the lookout table. 

A calibration scale was put on 0.5m height to get pig body size and area 
information [3]. This method doesn’t calibrate the camera, so when the pig’s height 
does not equal to 0.5m, pig’s width and length will be incorrect. 

A technology similar to the structured light was used to measure pig height [10]. A 
slide projector was fixed to the ceiling above the drinker to project shadow lines of 
lattice pattern. The difference in pixel of shadow line length between on the shoulder 
of the pig and on the floor was measured, then pig height was obtained using a 
geometric relationship between pixel difference and height. The mathematical model 
is established as followed. 

                        (2) 

Where W is the pig weight; A is the pig back area without pig ear; and H is the pig 
height. Twelve pigs were estimated for five times between 81 to 98 days old, the 
relative error is 2.1%. But this method is easy to be influenced by piggery light 
environment. 
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The distance from the pig’s back to camera was recorded manually for every photo 
to get pig body height. And a ruler was put on the pig back to get the real size [21]. 
Using Matrox image process software to extract pig’s size. Back area was found 
having well relevant (r=0.96) with weight compared to several body sizes. Body 
width also has better relevance (r=0.95). The best body measurement was extracted 
by the image process to build mathematical model. In order to estimate pig weight, 
the model was verified to be appropriate by regression analysis. The relative error is 
6%. Artificial neural network was used to make model with 3% relative error later. 

The pig’s body size detect and weight estimation system was designed by Fu 
Weisen. The coordinates of key point in two pictures were found by image matching, 
and three-dimensional space coordinates could be computed through stereo vision 
principle. The relative error of pig’s body size is around 1%. Eleven body 
measurements including pig length, width and height were used to build an estimation 
model through principal component analysis. Field experiment showed the average 
relative error of pig estimation weight is 0.77% [8], which indicated a certain practical 
value. 

Back area has higher correlation coefficient with pig weight than body size, and the 
prediction model of area is also better than body size’s model. It was found that both 
central and vertical projection area have very high dependency with weight, but the 
former is better than later [10]. Central projection area is the area of image range of 
pig projection to camera CCD sensor. Vertical projection area is the pig projection 
area without height influence, and it is a real two dimensional area. The central 
projection area have positive correlation with height, and it could be taken as a three 
dimensional body measurement. This also could explain why central projection area 
has better correlation with weight than vertical projection area. 

In extraction of area, many researches demonstrated that pig’s head, ear and tail 
have large range of motion and influence on the stability of area extraction. It should 
be removed out of the statistics. It is found that body length have higher correlation 
with weight, partly because the magnitude of length is larger than width and changes 
significantly over time. In contrast, width and height change little over time. But in 
actual measurement process, pig is always moving especially its head, neck and fore 
hoof. The uncertainty get high when the pig’s body height and body width are tested 
which lower the correlation with weight. Therefore, parameters which are little 
influenced by the pig motion should be chosen. In addition, it is crucial to keep pig 
stand with a straight and head rising posture when it is snapped. 

Varied breeds need different estimation models. Estimation model is affected 
rarely by the weight interval or genders. In Schofield`s linear model, every pig has 
different intercept. The manual measuring weight was used to calibrate the model, 
with the drop of the relative error from 5% to 1.25% [16]. 

4 Summary 

Machine vision technology has been widely used in the industry, but the applications 
in agriculture are mainly concentrated in the field of plant and food classification such 
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as nondestructive testing. Noncontact testing of live animals is limited by many 
factors such as harsh environment and poor light condition, the estimation system 
could accommodate the environment of pig house and run stably for a long time. The 
image analysis algorithm should adapt to uneven illumination environment to get a 
right pig contour. Due to the moving nature of animals, it’s a great challenge to snap a 
straight and head raised pig’s image, the location of camera and image trigger mode 
can deal with this challenge. In the same time, how the estimation system combine 
with auto feeder and maximizing precision and repeatability should be considered as 
well. 
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Abstract. In order to realize the acquisition of high-resolution and high-
precision image in agricultural field environment, the agricultural field 
environment high-quality image remote acquisition system was designed, based 
on Canon DSLR camera. This paper made detailed design about core algorithm, 
including remote acquisition system architecture, camera access, image 
transmission and command response. The scheme used Fit-PC to control Canon 
550D DSLR camera for image acquisition and WIFI wireless transmission 
module to transmit collected images to the remote server. Meanwhile, the server 
could also remotely operate camera to collect images in different ways through 
wireless transmission command, according to different needs. The experimental 
results showed that the system had three main advantages as high resolution, 
precision and image transmission rate in collecting images. The resolution of 
images collected in each node was up to 5184×3456, and the effective breadth 
of Canon camera image was 17 times as the Logitech camera. In addition, at a 
distance of 16 meters, image captured by Logitech camera could not see the 
target while the same one captured by Canon camera could still clearly display. 
Moreover, the average speed of wireless images transmission to the server was 
0.97MB/S. Therefore, this system could meet the requirements of high-quality 
image acquisition and transmission in agricultural field environment. 

Keywords: agricultural field environment, image acquisition, wireless 
transmission. 

1 Introduction 

In recent years, with the rapid development of computer technology, computer image 
processing technology has matured and has been widely used in agricultural field, its 
main application focused on crop seed resources detection, grading of agricultural 
products, agricultural machine vision, growth monitoring of agricultural products, 
precision irrigation, and assessment of agricultural machinery. Image information of 
farmland crops was important agricultural basic information, playing a key role in the 
early warning and monitoring field of crop growth status, environment and field 
insect pests in large area [1]. 

During these years, many scholars have studied on agriculture image acquisition. 
Fan Fengyi, etc, designed the agricultural remote monitoring system based on ARM 
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and CMOS camera [2], using the wired way to transmit images. Xiong Yingjun, etc, 
combined ZigBee and GPRS, designed the system of acquisition and wireless 
transmission for farmland image [3]. Meanwhile the highest theoretical speed of 
GPRS network built by China Mobile was 171.2kb/s, but in fact current users’ access 
speed was about 20kbps-40kbps, due to the transmission speed of actual data affected 
by network encoding and terminal support [4]. Therefore, it needed about 30 seconds 
to transmit a resolution of 640 × 480 BMP formatted image, and several minutes were 
needed for high-quality images. Zheng Yehan, etc, designed the wireless image 
acquisition system based on ARM and wireless LAN [5]. However, it would never 
meet the requirements of agricultural image analysis as 640 × 480 resolution collected 
by all these image acquisition systems. For example, the characterization of crop 
diseases and insect pests is usually not obvious in the low-resolution images, so it 
needs to magnify them by large multiples to identify. In a word, high-quality images 
are urgent needed in agricultural field. 

This paper designed and realized an agricultural field environment high-quality 
image acquisition scheme based on Canon SLR camera. The scheme based on the Fit-
PC-Windows-XP platform, using Canon EOS 550D DSLR (Digital Single Lens 
Reflex) cameras to get the high-quality images. Moreover， it used Fit-PC by 
controlling Canon camera to collect images and WIFI wireless transmission module 
to realize transmitting high-quality images transmission to the remote server. 

2 The Architecture of Agriculture Field Environment  
High-Quality Image Remote Acquisition System 

Fig.1 showed the sketch map of the system architecture of the scheme. Each node 
consisted of a Canon EOS550D DSLR camera, a Fit-PC and a WIFI module. Canon 
DSLR camera and Fit-PC physically connected through USB connection line. The 
image acquisition system running on the node host established an application-level 
link with Canon DSLR camera through Canon EDSDK API [6], and it used WIFI 
module to connect to the Internet network in order to transmit the collected images 
and accepted remote control commands. The server consisted of a PC server and a 
WIFI module. Through WIFI module, software running on PC connected to the 
Internet network, aiming to receive images from nodes and sent remote control 
commands to control nodes. 

 

Fig. 1. System Architecture 
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In order to implement functions of timing automatic shooting, remote control 
manual shooting and automatic transmission in agricultural field environmental high-
quality image acquisition this paper designed camera access module, shooting control 
module, command response module and image transmission module. The camera 
access module implemented application-level link to the camera, so that users could 
remotely control the camera through the system. The shooting control module 
included remote control manual shooting sub-module and timing shooting sub-
module, respectively implementing remote control manual shooting function and 
timing automatic shooting function. The command response module implemented that 
sending remote control commands from server to the nodes, receiving commands 
from sever and executing them. Remote control commands were consist of the 
shooting command, the timing command and the canceled shooting command. The 
image transmission module included camera to Fit-PC images transmission sub-
module and nodes to server images transmission sub-module, respectively 
implementing images local backup and remote image transmission. Fig.2 showed the 
cooperation relationship between the system modules. 

 

 

Fig. 2. System overall collaboration diagram 

3 The Core Algorithm Design of Agriculture Field  
High-Quality Image Acquisition System 

This section described the functions of camera access module, capture module, image 
transmission module and command response module and the concrete realization of 
these modules. 

3.1 Camera Access Module 

This module implemented the access to a camera. It must first realize accessing to a 
camera to implement controlling the camera. The system first get the camera list that 
listed all the cameras physically connected to the Fit-PC through the USB interface. 
Then the system needs to get a camera object corresponding to the index number in 
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the camera list. After successfully getting a camera object, the system should attempt 
to establish a session with the camera. If succeed, then it had realized an application-
level link with Canon DSLR camera. When the system exited, it must close the 
session with the camera and release the camera object [7]. Fig.3 showed the process 
of accessing the camera. 
 

 

Fig. 3. The process of accessing the camera 

3.2 Shooting Module 

This module controlled cameras to capture images. There were two ways to realize 
the shooting function, according to the needs in agricultural field environment high-
quality image acquisition system. One was remote control manual shooting, another 
was timing automatic shooting. 

(1) Remote Control Manual Shooting 
When the user pressed the "shooting" button in the interface, the server would send a 
message including shooting command to nodes. The node specified by the user 
controlled its camera to capture the high-quality image after receiving the message. 
Then the image would be transmitted to Fit-PC. Then the Fit-PC would send the 
image to the remote server.  

(2) Timing Automatic Shooting 
"Start timing" button and "end timing" button were in the interface, when user 
inputted interval and pressed "start timing" button, the server would send a message 
including timing command and time interval to nodes. After receiving the command, 
the node specified by the user would control the camera capture high-quality images 
automatically according to the time interval. When the user pressed the "end timing" 
button, the server would send a message including canceled timing command to 
nodes. The node specified by the user no longer periodically controlled its camera to 
capture images. The server first checked whether the time interval set by the user was 
greater than the system's maximum allowed value, or was less than the response time 
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of the system. If there were the above-described two situations, the system would 
prompt the user that time interval was unreasonable and required the user to reset the 
time interval. The system would not start the timing automatic shooting function 
before the time interval was set correctly. If the time interval were suitable, the 
system would enter timing automatic shooting mode. The user could change the time 
interval all the time. Fig.4 showed the process of the shooting module. 

 

 

Fig. 4. The process of the shooting module 

3.3 Image Transmission Module 

This module implemented the transmission of images. In this paper, we divided image 
transmission into image transmission between camera and Fit-PC, image transmission 
between nodes and server. Both methods are explained below. 

(1) Image Transmission between the Camera and Fit-PC 
When the camera finished capturing high-quality images, the system needed to 
transmit the images to the Fit-PC. Image transmission between camera and Fit-PC 
was mainly relied on the callback function. The system registered the callback 
function after its initialization. Every time the camera captured an image, the callback 
function would be involved and send a transmit request to the system. When the 
system received the transmit request, it would check the local directory whether there 
was a subfolder named by the date when the system captured the image, this subfolder 
would be fill with images whose captured date was the same to the subfolder's name. 
Then the system would add an index after the date when the image was capture to 
identify the image's index in the subfolder. When everything was ready, the system 
downloaded images from the camera and saved them into Fit-PC's local hard disk. 
When the transmission was completed, system would inform the camera that the 
image transmission success so that the camera could continue to carry out other 
operations. If failed it would return other error codes prompting the corresponding 
error [8]. 
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(2) Image Transmission between the Nodes and the Server 
Every time the image transmission between the camera and Fit-PC finished, Fit-PC 
need to transmit the image to remote server by using WIFI module. The remote server 
collected images from all nodes and recorded their information into database for the 
subsequent data analysis. The system would first get information of the image, such 
as file name, file size. At the same time, the system would create a listening port 
waiting for the server's connection. The server connected to this port and then the 
system sent image data to server through this port. The system would send a transmit-
message to the remote server about the node ID, the information of the image and the 
information of listening port through the connection which had already established 
when the system start. The remote server created a new file prepared for receiving the 
data of the image according to the information received from the node and tried to 
connect to the listening port. The format of this message was as table1.The system 
started reading data from the image and sent it if succeed. Remote server received 
these data and wrote them to the file. When data transmission finish, the system 
closed the connection and closed the listening port, the server closed the connection 
port and inserted the information of the image in the database. Fig.5 showed the 
process of image transmission module. 
 

 

Fig. 5. The process of image transmission module 

Table 1. The format of transmit-message messages 

 Length(byte) 

Node ID 8 
Image name 24 
File size 4 

Listening port 4 

In total 40 
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3.4 Command Response Module 

This module implemented that sending remote control commands from server to the 
nodes, receiving commands from sever and executing them. After nodes' startup, they 
would try to establish connections with the server and the remote server would save all 
these connections. When users pressed buttons in the interface which corresponding to 
the functions they want the specified node achieved, it would trigger the corresponding 
button events. Then the server would broadcast a command-message to nodes included 
the node ID declared which node should response this message, controlling commands 
which included shooting command, timing command and canceled timing command, and 
additional information (example: time interval). The format of the message was as table2. 
When nodes received the command-message, they firstly checked whether their node IDs 
were match to the message’s. If matched, the node would response differently based on 
the contents of the command. If not matched, other nodes would do nothing. Fig.6 
showed the process of the command response module. 
 

 

Fig. 6. The process of the command response module 

Table 2. The format of command-message messages 

 Length(byte) 

Node ID 8 
Command 8 
Optional part variable 

In total <=40 

4 System Testing and Running 

Users could be smoothly to capture images by remotely controlling nodes and 
transmit them to the server on display by using the above agricultural field 
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environment high-quality image acquisition system. Fig.7 showed its timing 
automatic shooting interface. This paper also carried out comparative analysis for 
shooting accuracy, shooting distance and transmission performance of this scheme. 
 

 

Fig. 7. System interface diagram 

4.1 Shooting Accuracy Analysis 

This section used Logitech pro9000 camera and Canon EOS 550D camera to capture 
images and then compared them. Firstly, we captured images for different targets at 
the same distance by using these two cameras and compared them, and then we 
captured images for the same target at different distance and compared them. 

4.1.1   Different Targets at the Same Distance 
This test used the above cameras to capture images for vegetable leaves, corn leaves, 
and tomato fruit and magnified them to compare. All images were captured from the 
target at a distance of 0.5m.Each image was five times magnified. These images were 
showed as Fig.8.The left side images were captured by Logitech pro9000 camera and 
the right side images were captured by Canon EOS 550D camera. In the first group of 
images contrast, the image captured by Logitech camera showed the vegetable leaves' 
macula lutea hazily while the image captured by Canon camera showed the leaves' 
macula lutea clearly. In the second group of images contrast, the image captured by 
Logitech camera could only showed lesions on the corn leaves hazily while the image 
captured by Canon camera could show a clear reduction of lesions on the corn leaves. 
In the third group of images contrast, people could not surely determine whether the 
tomato exist insect pests through the image captured by Logitech camera but they 
could surely confirm the tomato existed insect pests through the image captured by 
Canon camera. From the effect of contrast, the scheme could better satisfy the 
demand of agricultural the image analysis. 
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(a) Vegetable leaves 

   
(b) Corn leaves 

   
(c) Tomatoes 

Fig. 8. The comparison of images for different targets at the same distance 

4.1.2   Same Target in Different Distance 
This test used Logitech pro9000 camera and Canon EOS 550D camera to capture 
images for the same target tomato at deferent distance respectively. Firstly, this test 
used the cameras to capture images at a distance of 0.5m to the target, then 1m, 2m, 
4m, 8m, 16m. Then we used red rectangle to identify the target. Figure9 (a) showed 
images captured by Logitech pro9000 camera zooming to the original images of 17% 
and Figure9 (b) showed images captured by Canon camera zooming to the original 
images of 1%. However, they had the same display size in Fig.9. Therefore, the 
effective range of Canon camera image was 17 times as the Logitech camera. 

 

 

Fig. 9. (a) Images captured by Logitech pro9000 camera (b) Images captured by Canon EOS 
550D camera 
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Furthermore, Fig.10 showed the situation that each image in Figure9 amplified five 
times in target area. As we can see, at a distance of 0.5m, image captured by each 
camera could clearly show the target. However, at a distance of 1m, image captured 
by Logitech camera began to appear some noise to influence us to observe the target 
clearly. The farther the distance, the more noise generated, and we would be more and 
more difficult to observe the target. On the other hand, images captured by Canon 
camera could still clearly show the target at a distance of 1m, 2m and 4m, even 8m. 
Finally, at the distance of 16m, image captured by Logitech camera could not see the 
target while the one captured by Canon camera could still show the target clearly. 

 

 

Fig. 10. (a) Magnified images captured by Logitech pro9000 camera (b) Magnified images 
captured by Canon EOS 550D cameras 

4.2 Transmission Performance Analysis 

Agricultural field environment high-quality image acquisition system transmitted 
images by using WIFI module on nodes. Data send by WIFI module passed through the 
router, eventually received by the server. The effective radius of a single high-power 
router was about 1.5km. With cascades of routers, it could improve the transmission 
range so that we could achieve long distance agricultural image acquisition. 

This test captured images periodically through remote controlling camera and 
transmitted them to the remote server. The time interval was 10 seconds and this test 
totally captured 150 images. All images were successfully transmitted and the image 
transmission speed was from 0.72MB/S to 1.18MB / S, and the average speed of the 
transmission was 0.97MB / S. Fig.11 showed the result of this test. 

 
Fig. 11. Transmission performance analysis test result diagram 
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5 Conclusions 

In this paper, aiming at the demand of current agricultural field environments on high-
quality image acquisition, we designed and implemented an agricultural field 
environment high-quality image remote acquisition system based on Canon DSLR 
camera. And it used the system to conduct a series of experiments to test the 
feasibility of the system, and carried out comparative analysis for shooting accuracy, 
shooting distance and transmission performance. The scheme could achieve real-time 
high-quality image acquisition of agricultural field environment, to a certain extent, 
meeting the demand of agricultural high-definition image analysis. It was worth to 
mention that this scheme based on Fit-PC was a relatively high cost at the present 
stage. Therefore, the next step we should take was to migrate this system to a low-cost 
embedded platform in order to carry out large-scale applications 
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Abstract. Agricultural informatization has entered a rapid development period. 
With the improvement of basic rural information infrastructure and the 
Agricultural informatization resource increase, the information service models 
also need reform and innovation. The Consultative knowledge service system is 
people-oriented and support the user interactive information exchange, and it 
can also provide the remote technical consultation, Remote diagnosis and the 
final solution for the farmers. In this paper, we used open-source system 
OpenMeetings to design and secondary develop, and realize remote video 
communication among agricultural users, agricultural Technicians and 
agricultural professors. This system has been integrated in China Agricultural 
Technology Extension informatization platform, and support serving 
agriculture, rural areas and peasant and agricultural informatization. The actual 
test result shows that the system has effectively promoted Agricultural 
Technology Extension and information resources integration. 

Keywords: Agricultural Technical knowledge service, Remote diagnosis, 
OpenMeetings, Agricultural Informatization. 

1 Introduction 

In recent years, the research on knowledge service has flourished in China and 
abroad, but the knowledge service does not have much progress in the agricultural 
industry. China is a large agricultural country, and to accelerate the popularization 
and promotion of modern agricultural technology is one of the key solutions to solve 
food security [1, 2]. Entering 21st century, the transformation of information 
technology in China's agriculture came into a stage of rapid development. The No. 1 
Documents of the central government of China continued to focus on rural areas, 
agriculture and farmers for many years. With the explosive growth of agricultural 
information from the Internet and digital environment, the problem of how to enrich 
and extent the agricultural technicians knowledge and thereby enhancing the 
contribution of science and technology in China's agriculture and increasing farmers' 
income has become a significant part of the three dimensional rural issues. In order to 
improve the traditional agricultural technology extension methods, elevating the level 
of grassroots agricultural technology services, the state government attaches great 
importance to the reform and construction of the grassroots agricultural technology 
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extension system. The No. 1 Document of the central government in 2012 clearly 
stated that we should make full use of modern information technology and innovate 
the management and tools of grassroots agricultural technology extension. In order to 
focus on the farmers and effectively solve the various problems during agricultural 
production, to provide targeted agricultural technology consulting services, and to 
improve the quality of agricultural technology extension services, the new model of 
agricultural information technology is indispensable[3,4]. The knowledge service 
model of expert consultation establishes the interaction between agricultural experts, 
agricultural technicians, and farmers. Based on the online / offline communication, 
the one-on-one personalized consulting service can effectively narrow the distance 
between experts and grassroots farmers and agricultural technicians [5]. It can directly 
address the practical problems that occur in the production and provide corresponding 
solutions. 

Remote video conference system originated from 1990s, gradually spreading 
nationwide since 2000. It is generally realized by audio/video compression and 
multimedia communication technology, supporting remote real-time information 
exchange and sharing as well as remote collaborate. Internet is utilized to satisfy 
geographically dispersed people’s demand for audio and video communication in 
different regions. Currently it is mainly applied in international conference and 
remote teaching etc. Domestic farmers have the feature of wide geographical 
distribution, large user base and low computer skill. If hardware/software video 
conference systems are massively adopted, many arrangement and cost problems 
would occur. However, video conference system based on B/S framework is widely 
applied since it has low cost and easy deployment and usage. 

At present there are many video conference systems based on Web browsers, of 
which OpenMeetings is a popular open-source video conference system with 
abundant features and multiple language packages. It is widely applied in many fields, 
e.g. Ma Guodong[6] (2011) proposed to engage reference service via video 
conference in library combining actual business of the library. As a result, favorable 
effect has been achieved through application of such system. Statistics shows that 
97% townships and 80% administrative villages have basic Internet access in 2011. 
Such good network basic environment offers convenient conditions for expert 
consultation of knowledge service system designed for large number of peasants. In 
this case, the system is fully operational, laying solid foundation for agricultural 
development and scientific benefits of farmers. In this paper, based on sufficient 
research of OpenMeetings, design and secondary development are carried out, and all 
functions of agricultural expert consultation of knowledge service system have  
been released. Furthermore, through observation and actual test results, the feasibility 
of constructing consulting knowledge service system using OpenMeetings is 
confirmed. 
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Fig. 1. China Agricultural Technology Extension informatization platform 

2 OpenMeetings Introduction 

As an open-source remote video conference system based on B/S framework, 
OpenMeetings can use current Internet access and limited hardware resources (PC, 
webcam, and microphone) to provide remote video, voice call, teaching board, real-
time sharing and reading of documentary resources, instant message, interactive 
operation and etc. In this case, farmers’ hardware requirements for video conference 
will be sharply reduced, simplifying users’ operation. Furthermore, OpenMeetings’ 
requirement for network bandwidth is also low, while user video default setting is 30 
FPS with a video window of 320*240, which only requires an upstream bandwidth of 
about 50KB for user with stable network. Most ADSL network nationwide could 
satisfy OpenMeetings’ need to maintain appropriate video call with other user. There 
are no limitations on usage and number of users [7].   

Thus, compared to the hard wired video conference, OpenMeetings has more 
advantages in functionality, speed, network adaptability, usability and cost. Though 
OpenMeetings is not as good as video conference in respect of performance and 
image clarity, it can be deeply integrate with other network applications. 
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Table 1. OpenMeetings compare with Hardware video conference 

 OpenMeetings Hardware video Conference 

Core Technique streaming media 

service Red5 

Hardware solution 

Function Text Message, 

Files Share, White 

broad, Video Record 

and others 

Similar With OpenMeetings，

variety for different bands 

Speed Fast after 

optimization 

Normal 

Deploy、

operation complexity 

simply complicated 

Hardware 

Requirement 
PC、Camera, 

Microphone 

Customized video Server, Client 

application for PC 

Cost Low High 

Period Medium Medium 

Network 

applicability 

Any Customized Network 

3 Consultative Knowledge Service System Design 

Consultative knowledge service system, a key part of the information platform for 
grassroots agricultural extension, primarily provides remote expert consultative 
services to farmers and agricultural workers throughout the country, aimed to 
establish timely, accuracy and effective agriculture technology knowledge service. 
Through the expert consultative service system, face-to-face communication between 
the terminal user and experts is implemented and provide the direct and visualized 
remote agriculture consultative knowledge services. 

The system compose with three modules real-time remote technical consulting 
services, remote diagnosis services for animal and plant pests and remote agricultural 
technology classroom. Real-time remote technical consulting service offers real-time 
technical answering services and technical advice for farmers, enabling experts and 
farmers communicate face-to-face on the Internet [8]. Remote-diagnosis services for 
animal and plant pests refer to an expert learning the symptom and diagnosing in the 
consultation room, through direct pictures, audio and video information captured by 
farmers in production fields with their 3G mobile terminals. Remote agricultural 
technology classroom enables the agricultural experts to start agricultural science and 
technology classes at any places with Internet access. The implementation process of 
consultative service system studied in this paper is as follows: 
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3.1 User Interface Reformation 

User interface redesign is to realize by lzx script and second develop based on the 
OpenMeetings. In order to make the operation more convenient, some of the widgets 
move to the toolbar on the left. Some frequent used buttons are put on the top, such as 
white board, application, document upload, video record and screen sharing. 
Compared with default OpenMeetings interface, the video conference panel replaces 
the attribute panel, the reformatted interface as the Figure 2: 

 

Fig. 2. Consultative knowledge service system User Interface 

3.2 SSO (Single Sign On) 

OpenMeetings executes 2 major steps to realize the SSO. First OpenMeetings use its 
integrated service to acquire SessionKey, and then generate a Hash string according 
the SessionKey to get the video conference room entrance URL address, which is 
similar with the external invitation URL. Meanwhile, the conference room type will 
be confirmed and Session will be initialed, and navigation menu resource will be 
released [9, 10]. 

3.3 Calendar Management 

Administrators have the privilege to manage the calendar and assign the timesheet. 
The professor can provide the Consultative knowledge service and remote diagnosis 
services after his successful authentication. Then he can also invite some farmers or 
agricultural technicians to join the conference and start their face-to-face 
communication. Meanwhile the farmers or agricultural technicians consults the 
professors or ask him to on-line examine their production. If all participators sign-out 
and conference room is vacant, the conference session will be destroyed automatically 
by the system. 
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Farmer can check the calendar details by clicking the calendar link after he enters the 
conference room. The calendar displays corresponding professor’s name and their 
timesheet for one week. The detail information includes sequence Number, professors’ 
name, professors’ description (specialty, resume and etc.) and timesheet period. 

3.4 Video Conference Invitation 

The invitation must be send out by the conference room builder, and the invited user 
must have been the authenticated. The users can invite the same professor at the same 
time, and the professor can accept more than one invitation. You can search your 
target users by name location and other parameter. The Process as the following: 

3.4.1   Send out the Invitation  
According to the users’ parameter (Such as invitation user ID, the authenticated user 
ID, video conference room ID and etc.) generate an invitation record in the Database, 
and set the label as 1(1 means has been invited). 

3.4.2 Query and Process the Invitation 
 If the user has been authenticated, the system will scan the database to check the 
invitation record. If the record is found, the user will be listed in the online user list 
which is located in the left side of the video conference interface.  

3.4.3 Accept or Deny the Invitation 
If the video conference room status is 1, the dialog will be pop up to ask the user to 
accept the invitation. If the user has been invited in the system and accepted the 
invitation, he will not be invitation again. While the users accept the invitation, he can 
enter the conference room directly and start the video communication [10]. 

3.5 Algorithms Optimization 

For the agricultural users often use the low bandwidth connection to access our 
knowledge service system, we must consider such situation and try to obtain high-
quality video communication. To enhance video communication representation in low-
bandwidth network environment, 3 major solutions has been applied in the system, 
video frame reduction, compressed transmission, and bicubic interpolation algorithm. 

3.5.1   Frame Rate Reduction 
To ensure sound effects in video connections, our system will reduce 30 fps to 10 fps 
or 5 fps, while the client using low bandwidth connection. Coupled with the 
compression and transmission algorithm, the real-time traffic produced by video calls 
can decrease from about 100KB to about 20KB.  

3.5.2   Compression and Transmission 
With low bandwidth Internet connection, H.264 is the most efficient in video and 
voice coding and decoding, but it significantly raises requirements for the processing 
capacity of CPU. Through overall pre-research and testing, this platform finally 
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adopts H.264 coding at low bandwidth and H.263 coding at high bandwidth, which is 
much flexible and provide better user experience. 

3.5.3   Application of Bicubic Interpolation Algorithm 
In order to reduce video transmission traffic and cope with the packets drop, Bicubic 
interpolation algorithm has been integrated. However, it takes in consideration of not 
only impact of gray value of directly adjacent point on the sampling point, but also 
impact from rate of gray value change between adjacent points. Thus, the bicubic 
interpolation algorithm can provide more accurate gray value of sampling points to be 
measured, with the disadvantage of large, complex and slow computation. 

4 Test Result and Analysis 

So far, expert consulting knowledge service system has implemented for half a year 
and has severed more than 1110 times for actual uses. In order to verify the 
application effect and enhance our system, appraisal system will be active at the end 
of video call each time, recording the call quality feedback of each time. The total 
effective appraisal we have received amounted to 286 times, of which positive 
feedback rate is more than 90%. Other knowledge service system is most based on 
library management system or some Management Information System. All of them 
are lack of information exchange and user interaction and cannot provide effective 
and accurate solutions. This system resolves such issues in an economic and practical 
way. The continuous strength of communication and interaction between agricultural 
members, farmers and agricultural specialists make it possible for specialists to 
provide face-to-face onsite training and service of solving problems step by step for 
agricultural members through distance video function. As a result, agricultural 
members unnecessary to speed large quantity of time on unfamiliar question but still 
not solving it, nor do they need to work hurry for fear of missing the suited weather 
for agricultural production. Through this way, level of serves of agricultural 
technology will be largely enhanced, making farmers satisfied truly on site. While 
providing consulting service, full play of guidance in agricultural fields is given to 
specialists to guide agricultural members and to cultivate their abilities of solving 
problems. Besides, functions such as work communication, knowledge sharing, 
independent learning and business service are also provided for the purpose of 
promoting agricultural members’ active participation, self-directed learning and 
independent creation, making agricultural members learn from each other and 
progress together during the process of communication with specialists and other 
agricultural members[11]. In addition to this, the system also makes it possible for 
agricultural specialists to learn about the problems faced by farmers timely and to get 
the key point and development direction of agricultural scientific research, enabling 
specialists to work on significant issues of agricultural production and rural 
development and hot issues concerned by farmers. 

Moreover, owing to the inconsistency of internet development across the country 
and high geographical heterogeneity, high-speed channel and low-speed channel are 
installed to ensure that users with different network speed can all obtain good voice 
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quality and technical service. To testify the conversation delay and fluency in a multi-
user environment, tests are conducted under the condition of concurrent users of 5, 
10, 20 and 50 respectively. The specific data of test as in Table 2, the tested system is 
Ali Cloud Server Standard C and bandwidth is 10Mbps. 

Table 2. Consultative knowledge service system test result for different Current Users 

Current 
Users 

Bandwidth 
for per-

user(KB/s) 

Server 
CPU Usage 

Network 
Delay 

Fluency 

5 Users 85 34% 
Less than 

0.1s 
Good 

10 Users 105 36% 
Less than 

0.1s 
Good 

20 Users 129 40% 
Less than 

0.1s 
Good 

50 Users 152 45% 
Less than 

0.8s 
Good 

 
From the actual test result, CPU usage is much less than 50% when the current user 

is added to 50, we can see that the system does not rely on the CPU and consume 
much CPU resources. On the other hand, the server bandwidth increases with the 
current user number. During the test, it increases from 85kb/s (5 current users) to 152 
kb/s (50 current users), Due to user exchange information and some control package. 
Limited by the test server bandwidth limitation, we did not execute the test cases for 
more than 50 current users. To solve such issues, we consider using the more servers 
and setup load balancing cluster. 

5 Conclusions 

Starting from the introduction of OpenMeetings’ functions, this paper presents the 
basic structure and features of this system, all functions of consultative knowledge-
based service system have been realized through applying the secondary development 
and integration of this system to basic agricultural technology extension information 
platform. The relatively low-cost development and deployment of this system make it 
possible for a full use of current network resource to shorten communication distance, 
which provides to agricultural production a direct, vivid and visual long-distance 
expertise. Consultative knowledge-based service system supports all kinds of 
platform and is available to most of browsers; it’s so easy and simple that it 
effectively meets the need of long-distance consultation service. The test result of 
actual network operation has proved that OpenMeetings video conference system has 
a fine adaptability to current network in our country, even working in relatively  
slow networking bandwidth. In addition, basic network environment in rural area  
also offers a convenient condition for the coverage of expert consultative and 
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knowledge-based service system to rural residents in our country, and in this way, it 
helps to give full play to the function of the system, which in turn lays a foundation 
for rural residents’ obtaining of the achievement and development of agriculture. 
Though current system still has its flaws, for instance, large occupancy of server 
resource while recording a video, disconnection when the amount of users is 
oversized, but these problems will be studied and solved later in work. 
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Abstract. Statistic was done for the precipitation and evaporation monitoring 
data of Yuncheng from 1971 to 2007. The first-order seasonal autoregressive 
models were set up， considering separately for the normal and skewed 
distribution of rainfall and evaporation. Long series of monthly precipitation and 
evaporation sequences were generated. Compared the average, standard 
deviation and other parameters of simulation sequences with measured sequence, 
the results of skewed simulation had better agreement with the measured one. 
Then it proved that skewness model maintains the main statistical characteristics 
of the measured sequence. 20 groups of equal length with the measured sequence 
of precipitation and evaporation sequence could be generated through the 
skewness model. The sequence of irrigation water of the winter wheat multiple 
corns planting type had been calculated, using the "α " value method. And 
comparative analysis with the measured result was performed. The simulation 
computed result was found in good coincidence with the measure computed 
result. 

Keywords: precipitation, evaporation, seasonal autoregressive model, irrigation 
water. 

1 Introduction 

Crop irrigation water can be determined by the field water balance method, using the 
precipitation and evaporation data. Based on the long series of data, the scale of 
irrigation projects can be determined. Thus many of the data needed, actually the 
measured data were limited. Aiming at the randomicity of precipitation and 
evaporation, the precipitation and evaporation were randomly treated, and simulated 
using random hydrology methods. Then Long series of irrigation water sequence can be 
calculated in order to develop irrigation schemes more in line with actual crop water 
demand. Azhar [1] considered evapotranspiration, precipitation randomness, 
introduced a minimum of irrigation water requirement of rice cumulative probability 
distribution, and used to guide irrigated rice irrigation. Huan-Jie Cai [2] simulated the 
daily precipitation and studied the irrigation problems of wheat and maize. Zuo Xiaoxia 
[3] generated long series of precipitation and evaporation by the stochastic hydrology 
method. Then a long series of rice irrigation process were calculated using the 
cross-correlation of rainfall evaporation. Wen Ji [4] simulated the evapotranspiration, 
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and the results derived stochastic simulation model of winter wheat irrigation. Zai 
Song-mei [5] simulated the precipitation and evapotranspiration using random 
hydrology methods based on time-series, and then the simulated values were used into 
the water balance equation to determine the irrigation time and amount. Wen Ji [6] 
analyzed the stochastic simulation techniques of crop irrigation and pointed out that it 
has strong universality. This paper simulated the sequences of precipitation and 
evaporation by the seasonal autoregressive model, and calculated the sequence of crop 
irrigation water in Yuncheng. 

2 Materials and Methods  

2.1 Model 

Seasonal autoregressive model is used to simulate monthly precipitation and 
evaporation. The general form of seasonal autoregressive model is as follows [7]: 

, 1, , 1 2, , 2 , , ,...t t t p t p tz z z zτ τ τ τ τ τ τ τϕ ϕ ϕ ε− − −= + + + +
         (1) 

Where τ,tZ is standardized sequence, 1,τϕ 、 2,τϕ 、… ,p τϕ  are respectively the 

auto regression coefficients of theτ season from 1 to p orders, and ,t τε is the 

independent random sequences of the t year of theτ season. 
Standardized sequence which is to eliminate the seasonal effects of average、 variance 

can be obtained by standardizing the hydrological series.  Formula is as follows. 
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Where uτ is average, τσ is standard deviation, and 
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Studies show that a first or second order model will be able to meet the 
requirements. Thus this article uses a first order seasonal autoregressive model. When 
p = 1, the model is as follows.  

, 1, , 1 ,t t tz zτ τ τ τϕ ε−= +
                    （3) 

2.2 Estimation of Model’s Parameters 

Parameters of a first order seasonal autoregressive model are uτ 、
2
τσ 、 τϕ ,1 、and 

2
,τεσ （ w,2,1=τ ）. Estimate of uτ and 2

τσ  can be separately reached with the 

average ( xτ ) and variance ( 2sτ ) of the sample. 
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Where τ,1r is the τ season’s first-order sample autocorrelation coefficient of 

the ,tx τ  sequence, which indicates the linear correlation between theτ and 1−τ  

season. 
If the sequences of precipitation and evaporation are considered normal one, then the 

independent random sequence ,t τε  is pure normal distribution. The formula is as 

follows. 

ττετ ξσε ,,, tt =                            (7) 

2
,1, 1 ττεσ r−=                           (8) 

τττ πξ ,2,1 2cosln2 uu−=                    (9) 

Where τ,1u and τ,2u are uniformly distributed random numbers, and τξ is the 

independent standard normal pure random sequence, namely )1,0(~ Nτξ . τξ ,t can 

be obtained by a lot of τ,tu . 
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If the sequences of precipitation and evaporation are considered skewed one, then 

the independent random sequence ,t τε  is skewed distribution. In hydrology and water 

resources, the distribution of ,t τε  more considers is a P-Ⅲ type one. The formula is 

as follows. 

 ττετ σε ,,, tt Φ=                           (10) 
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Where τ,tΦ is standardized P-Ⅲ distributed random variable，
τ,ΦSC is coefficient 

of skewness of τ,tΦ ,and 
τ,xSC is coefficient of skewness of τ,tx . 

2.3 Calculation of Irrigation Water 

Irrigation water is the required amount of water of irrigated land, which is drawn from 
the source. It depends on the factors such as the irrigated area, crop cultivation, soils, 
hydrogeological and meteorological conditions. Farm irrigation water is calculated as 
follows: 

PEM βα −= 0                       (14) 

Where M is crop irrigation water of the crops’ whole growth period (mm), α is 

water demand coefficient, which determined by the measured data (see table 1), 0E  

is water surface evaporation of the crops’ whole growth period (mm), P is 
precipitation of the crops’ whole growth period (mm), and β  is effective utilization 

coefficient of precipitation, which determined by relevant information, the value of 
β is 0.9 in the months of 11,12,1-4,and in other months is 0.8. 
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Table 1. The value of α  

month 1 2 3 4 5 6 7 8 9 10 11 12 

α  0.4 0.552 0.665 0.722 0.74 0.743 0.75 0.83 0.73 0.397 0.593 0.462 

3 Results and Discussion  

3.1 Applicability Analysis of the Model 

Statistic was done for the precipitation and evaporation monitoring data of Yuncheng 
from 1971 to 2007. Considering separately for the normal and skewed distribution of 
rainfall and evaporation, this paper set up the first-order seasonal autoregressive 
models. Then three groups of one hundred length sequences were generated. And thus 
this paper analyzed the parameters of model and application of model. The results 
were shown in Table 2 and Table 3. 

Table 2. Results of model suitability testing of Yuncheng district’s monthly precipitation  

Parameter 
monthly precipitation•mm•mm• 

1 2 3 4 5 6 7 8 9 10 11 12 

x  

measured 6.2 7.4 17.2 35.4 46.0 64.6 106.3 83.6 99.8 50.3 23.1 6.4 

Simulation（normal） 6.5 7.3 17.7 34.3 45.9 66.6 104.3 84.7 88.5 50.1 22.7 6.5 

Simulation (skewness) 6.1 7.6 19.2 33.4 47.0 62.9 106.2 82.3 98.1 50.1 23.1 6.9 

τσ  

Measured 7.9 7.0 15.7 26.1 32.7 50.6 61.1 55.7 97.5 35.3 30.6 7.5 

Simulation（normal） 8.2 6.9 17.0 26.2 31.3 50.4 51.7 58.0 107.3 33.8 31.2 7.2 

Simulation (skewness) 7.3 6.7 15.9 24.6 34.4 49.2 54.2 50.6 91.8 34.6 29.1 7.1 

Cs 

Measured 2.044 1.148 1.215 1.451 0.868 2.600 0.835 1.286 3.176 0.789 2.578 0.998 

Simulation（normal） 0.103 0.022 0.129 0.147 0.054 0.002 -0.022 -0.053 -0.247 -0.062 0.192 0.127 

Simulation (skewness) 1.525 0.810 0.932 1.074 0.754 2.144 0.680 1.004 2.269 0.773 1.841 0.871 

τ,1r
 

Measured 0.061 0.117 0.113 -0.079 -0.086 0.048 -0.157 0.306 -0.403 0.053 -0.033 -0.067 

simulation（normal） 0.039 0.161 0.199 -0.066 -0.032 0.073 -0.126 0.298 -0.421 0.100 0.105 0.029 

Simulation (skewness) 0.089 0.126 0.136 -0.106 -0.081 0.156 -0.091 0.353 -0.301 0.021 -0.037 -0.121 

Table 2 and Table 3 showed that the average，standard deviation, coefficient of 
skewness and first autocorrelation coefficient of the skewness sequence all well 
maintained for the measured one. However the standard deviation and the first order 
autocorrelation coefficient could be maintained and the other parameters varied 
greatly for the measured sequences, such as the average of simulated precipitation in 
September deviated larger from the measured one (see Figure 1), and the coefficient 
of normal sequence deviated largest from the measured one (see Figure 2). The results 
showed that the normal and the measured precipitation sequences didn’t come from 
the same total. But the parameters of normal evaporation sequence remain good, 
except the coefficient of skewness.  
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Table 3. Results of model suitability testing of Yuncheng district’s monthly Evaporation 

Parameter monthly evaporation (mm) 

1 2 3 4 5 6 7 8 9 10 11 12 

x  
measured 50.5  87.2 155.8 195.6 256.6 316.0 285.6 258.8 171.3 127.5 74.1  50.9  

Simulation（normal） 49.8  87.9 157.4 194.1 258.0 319.8 290.8 264.3 172.9 129.7 74.7  51.6  

Simulation（skewness） 50.2  86.2 156.3 197.0 256.6 319.5 285.6 253.1 169.8 124.7 74.8  51.7  

τσ  
measured 13.2  21.0 38.5 29.0 63.6 73.8 68.9 70.5 44.4 36.2  18.0  11.4  

Simulation（normal） 12.8  21.1 35.8 28.0 64.8 72.4 64.3 73.1 44.4 35.7  19.6  11.9  

Simulation（skewness） 13.7 19.4 37.7 30.7 64.5 76.3 65.1 73.7 42.8 36.3 19.8 10.9 

Cs 

measured 0.471 0.965 1.375 -0.172 -0.134 0.240 0.233 0.776 0.126 0.306 0.509 0.633 

Simulation（normal） 0.078 0.087 -0.190 -0.098 0.115 0.130 0.122 -0.142 0.016 0.369 -0.042 0.133 

Simulation（skewness） 0.681 0.696 1.590 -0.024 -0.338 0.285 0.282 1.044 0.238 0.592 0.576 0.510 

τ,1r  

measured 0.219 0.375 0.328 0.109 0.293 0.567 0.295 0.417 0.335 0.634 0.237 0.391 

Simulation（normal） 0.190 0.439 0.347 0.078 0.376 0.564 0.327 0.373 0.332 0.613 0.239 0.408 

Simulation（skewness） 0.124 0.325 0.324 0.131 0.316 0.530 0.293 0.374 0.413 0.678 0.372 0.373 

 
In addition, negative values were found in the simulated sequence of precipitation 

regardless of the normal or skewed distribution. It did not match the actual situation. 
Thus statistic was done for the sum of the negative number and negative value in 
three groups of 100 length simulated sequences. The results were shown in table 4. It 
also could be seen from table 3 that not only the number of negative in the skewness 
sequence was less than in the normal one, decreased by nearly 50%, but also the 
negative sum in the skewness sequence was much smaller than the normal one, 
decreased by nearly 90%. The result showed that precipitation sequence should be 
simulated by the skewness model. 

Table 4. Statistics of the number and the negative sum of the negative in the simulated 
precipitation sequence 

item 
Simulation (normal） Simulation (skewness） 

sample1 sample2 sample3 average sample1 sample2 sample3 average 

Number of the 

negative 
150 138 168 152 67 66 93 75 

Sum of the 

negative 
-2676.5 -2800.7 -2776.4 -2751.2 -274.9 -274.6 -439.1 -329.5 
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Fig. 1. Comparison of the average of precipitation simulated and measured sequences  
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Fig. 2. Comparison of the coefficient of skewness of precipitation simulated and measured 
sequences  

3.2 Analysis of Irrigation Water’s Frequency Curve  

Through the skewness model, 20 groups of equal length with the measured sequence 
of precipitation and evaporation sequence can be generated. The sequence of 
irrigation water of the winter wheat multiple corns planting type had been calculated 
using the formula (12). Then based on the measured sequence of precipitation  
and evaporation, this paper calculated the measured irrigation water sequence using  
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Fig. 3. The frequency curves of irrigation water 

the "α " value method. Statistic was done for the data of irrigation water by frequency 
calculation method. Finally, five simulation groups of irrigation water’s frequency 
curves were compared with the measured one. The results were shown in figure 3. 

Figure 3 showed that simulated frequency curves fit the measured one good. 20 
groups of equal length with the measured sequence of simulated irrigation water were 
compared with the measured one. The results were shown in table 5 and 6. As can be 
seen from table 5, the average、standard deviation and coefficient of skewness of 
simulated sequences well maintained for the measured one. Table 6 showed that the 
differences between simulated irrigation water sequences and measured one were 
little, and the difference between the maximum and minimum values was from 100 to 
200 mm. If approximatively taking the average of 20 simulated groups as the average 
of total, the measured values of irrigation water were lager than the total’s average 
between the 50% and 90% frequencies. Thus if the scale of irrigation projects was 
determined using the measured sequence, the result could be larger than the actual.   

Table 5. Statistical parameters of irrigation water simulation sequences and measured values 
sequences 

 x τσ sC
 

measured 863.6 242.1 -0.333 

simulation average 865.9 217.8 -0.306 

Table 6. Comparison of measured and simulated values at different frequencies (mm) 

frequency measured simulation max min max-min 

25% 670 717 810 636 174 

50% 932 883 942 824 118 

75% 1069 1027 1086 944 142 

90% 1141 1134 1205 1036 169 

95% 1224 1256 1315 1122 193 
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4 Conclusions 

Precipitation and evaporation of Yuncheng were simulated by the seasonal 
autoregressive model, which considered separately for the normal and skewed 
distribution of precipitation and evaporation. Long series of monthly precipitation and 
evaporation sequences were generated. The simulation results showed that the skewed 
simulation had better agreement with the measured. Then based on the data of skewed 
distribution, this paper established the relations formula of water evaporation and crop 
water requirement, and calculated the crop water requirement. The long series of crop 
irrigation water were obtained through the water balance calculation. Comparing with 
the measured irrigation water, it verified the practicability of the model. The results 
showed that the model was feasible in allowable error. 
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Abstract. Faced with huge amounts of information to realize the accurate 
retrieval under the network environment, the first step is indexing words cannot 
appear ambiguity word. Because Chinese’s the basic unit is Chinese characters, 
Chinese characters form words, Word is divided into monosyllabic word and 
compound word, and there's no space between Chinese keywords and there are 
a lot of ambiguous concept. Therefore a lot of ambiguity in the indexing 
process will be produced. The result detected information of irrelevant or 
mistakenly identified. The paper focuses on a method to eliminating the crossed 
meanings ambiguous words in the automatic indexing. The paper puts forward 
a method to eliminating ambiguous words combined algorithm of exhaustive 
method and disambiguation rules. Experiments show that it can avoid a great lot 
segmenting ambiguities with better segmenting results. 

Keywords: Chinese text, Automatic indexing, Keyword extraction, Ambiguous 
words, Elimination algorithm. 

1 The Research Status 

Chinese is one of the major languages in the world, and also spoken by the largest 
number of people in the world. It has become an important means that people get a lot 
of meaningful information from the voluminous network information by network 
technology. However, because Chinese’s the basic unit is Chinese characters, Chinese 
characters form words, word is divided into monosyllabic word and compound word, 
and there's no space between Chinese keywords. Chinese words unlike western 
languages separated by spaces, Western processing (indexing) technology does not 
easily draw. This is the reason that Chinese information processing is difficult. 
Because of the difficulty of Chinese information processing, in order to obtain 
accurate information from the network information is harder. Chinese information 
processing, namely Chinese automatic indexing technology research began in the 
early 1980s, a lot of these skilled personnel on 1990s, a lot of papers published so far 
in the ascendant. After 30 years of research and practice, Chinese information 
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technology has been greatly developed, especially in the Chinese word segmentation 
techniques with some of the more mature approach. For example, forward sweep, 
reverse sweep, maximum matching algorithm for network information processing and 
retrieval provides a powerful tool. However, due to the complexity of Chinese 
information processing, the Chinese word segmentation process produces a lot of 
ambiguous words, resulting in retrieving information is not accurate, Especially in the 
vast network information, if given a search term, instead of not retrieve information, 
but to retrieve a large number of irrelevant information, readers need to get useful 
information after several rounds of screening. People prefer to go through a search 
operation will be able to get accurate information. In this article automatic indexing 
method to eliminate ambiguous words is to solve the problem of network information 
accurate retrieval. From the scope of information retrieval, the Chinese indexing ways 
have hand information indexing and automatic indexing by computer. The former is 
indexing staff through reading, analyzing literature, which precipitated a keyword and 
norms, and finally given this literature indexing terms, although indexing words good 
accuracy, retrieval efficiency, but the vast amounts of information need to be 
addressed in the current status, the artificial indexing alone is not possible, the need 
for computer technology to process vast amounts of information. Information 
processing in the network, especially when Chinese information processing 
automatically generate a lot of ambiguous words, for words to eliminate ambiguity 
generated methods of information retrieval is a hot technology, but also information 
retrieval technology’s basic research, it is great significance to accurate network 
information retrieval. 

2 Ask Questions 

Chinese literature indexing are that indexers generally extract and record keywords or 
class number which have meaningful literature retrieval features from Chinese 
literature by analyzing the content of the literature. These keywords will be used as 
the basis for document retrieval. Generally to retrieve pertinent documents, First step, 
these keywords are subject indexing by the indexing staff. The second step, after these 
keywords are indexed by the computer processing, people can carry out precise 
searches, the prefix search operation and rear consistent retrieval operation. Chinese 
automatic indexing is the process of extracting keywords to achieve by computers. 
With the rapid development of information technology, Computer technology is 
increasingly used in Chinese text indexing. Keywords and class number are extracted 
from the Chinese text by computer technology according to some word segmentation 
algorithm and matching rules. For Chinese literature, these keywords for the 
expression of the concept of literature are contained in document titles, abstracts and 
text. But there are three problems which are no spaces between Chinese keywords, 
blurred boundaries of words and phrase, containing ambiguous words in words and 
phrase in Chinese literature. For example, "President Jiang Zemin" the words, has 
expressed a complete theme concept, which can be given as a keyword indexing. But 
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in Chinese it also contains "Jiang Zemin", "democracy" and "chairman" three words 
to express the three concepts. "Jiang Zemin" and "chairman" two words can also be 
given as a keyword indexing, but the word "democracy" is also given as a keyword 
indexing is produced ambiguous word indexing. Such an ambiguous word in the case 
of manual indexing does not appear, but with a computer indexing, if not treated, 
often appear. For another example, “the People's Republic of China” in the word 
extraction process can also put "Chinese" is extracted, can also cause ambiguity word 
indexing. The paper focuses on a method to eliminating the crossed meanings 
ambiguous words in the automatic indexing. 

3 Indexing Algorithm 

There are two methods which extract the keywords or phrases from the Chinese 
literature in the current study. One is a method of rule-based segmentation[1], 
another is a method based on statistical analysis[2] of the sub-word. The former 
requires knowledge database for support, the latter does not need knowledge 
database and save part of the workload, but the search results are poor, for the 
accurate retrieval needs further filter the search results. I believe that the 
combination of the two methods used in automatic indexing will greatly improve 
the effectiveness of automatic indexing. 

3.1 Automatic Indexing System Frame 

This systematic framework for automatic indexing system and the elimination of 
ambiguous words is shown in Figure 1. 

First step, the text is preprocessed by automatic indexing system, including some 
removing punctuation, extraction of feature words which are enclosed with a special 
symbol directly as indexing terms. The second step, the pretreatment of the text is 
processed and filtered by stop word list which include empty words and common 
words to get words or phrases, collection of short sentences. The third step, these 
words or phrases or short sentences are pumped word processing to obtain candidate 
keywords by the common vocabularies and professional vocabularies. Final step, 
Keywords are gave the corresponding weights based on the text of word frequency 
and occurrence of the word, which are sorted according to the statistics, and then 
according to presetting threshold value of keywords, keywords are selected by 
automatic indexing system. 

Segmentation processing of acquired longer keywords by matching vocabulary 
words will produce ambiguous words. The removingmethods of ambiguous words are 
discussed in the next section. 
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Fig. 1. Automatic indexing system frame 

3.2 Text Preprocessing 

First of all, information with a special symbol is extracted by automatic indexing 
system, including the title with quotation marks to cause, or place names and the 
person's name with a special symbol to cause. And then preprocessing information is 
preliminary segmentation processed by stop word list and removing punctuation to 
get words or phrases, collection of short sentences. 
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3.3 The Structure of Knowledge Database 

Knowledge databases consists of stop word vocabularies, general and professional 
thesaurus, which are the basis for automatic indexing, its quality directly affects the 
effectiveness of automatic indexing words. 

The text with removing punctuation is slicing processed by stop word vocabularies 
which include the commonly used function words in Chinese, for example, 
prepositions, conjunctions, auxiliary, and also include generic words. The use of stop 
words vocabularies can filter out unwanted words and rough cut of the text, in order 
to speed up text processing speed. 

Word vocabulary is an important basis for containment of the keywords in the 
process of word segmentation. In order to accelerate the matching speed and accuracy 
of word segmentation, and general vocabulary can be divided into general vocabulary 
and professional vocabulary. "Classified Chinese Thesaurus" and all kinds of 
professional thesaurus have been expanded and modified to do common vocabularies 
and specialized vocabulary. 

3.4 Word Segmentation Method 

3.4.1   Forward Longest Matching Method 
The strings obtainedby coarse segmentationhave been verbatim scanned from left to 
right and match with Thesaurus,and the keywords of thesauri maximum matching as 
the primary keywords. For example, in thesaurus in the "cadres tenure" in 
Chinese,and also included "cadres"、"office"、"age". Longest matching method is 
that "A short length is not taken" the word extraction rules, only extracting "cadres 
tenure" is used. 

3.4.2   Reverse Longest Matching Method 
The stringsobtained by coarse segmentation have been verbatim scanned from right to 
left and match with Thesaurus, and the keywords of thesauri maximum matching as 
the primary keywords. 

First of all, according to the longest matching rule,keywords which have been 
matched with the thesauri have been extracted as primary keywordsin this article. 
Secondly,when strings length of primary keywordsare greater than or equal to four 
Chinese words, and then slicing process, may produce ambiguous words which this 
article discusses.The smallest unit of slicing process is two Chinese characters. 

3.5 The Frequency and Weight of Keywords 

According to the important degree of each part in the text, divided the parts identified, 
given the size of the contribution to content weight of the text before the text is 
pretreated. 
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3.5.1   Text Area Value 
The weights of title, abstract and keywords in the text should be different, the former 
is big and the latter is small. Actually, the weights of the keywords from the title 
should be absolutely great in order to ensure that the word appears in the indexing 
words. 

3.5.2   Important Statement 
Article subtitled or weight of keyword in each of the first paragraph or the end of the 
paragraph statement is greater than weight of keywords in the body. 

3.5.3   Word Frequency Statistics 
According to the frequency and the weight of the keywords, the keywords to obtain 
by segmentation have been counted and sorted. According to the indexing depth 
which is maximum number of index words, the final text keywords of text have been 
gave. In accordance with the literature reports, the average depth of manual indexing 
are 7,usually the average depth of automatic indexing are 10 to 15. 

3.6 Long Keyword Processing 

After the keywords obtained by two-way scan the maximum matching have already 
been independent retrieval concepts, which directly access to a retrieval system for 
indexing processing, and providing search services in automatic indexing. But some 
of these words are very long term, word in the more length of the keywords not only 
contains the independence concept, but also has search significance, if not for slicing 
process, will be lost, causing leakage marked on the automatic indexing system. In 
general, the keywords of the more length should be re-carved process， slicing 
process may produce above-mentioned ambiguous words. 

4 Produce Ambiguous Words 

4.1 Type of Ambiguous Words 

Ambiguous word is defined by different segmentation methods produce non-paper 
meaning of the word. Ambiguous words have two types of cross-type ambiguous 
words (cross ambiguity) and the combination ambiguous words (covering ambiguity). 
According to statistics, the cross ambiguity words accounted for 86% of the total, so 
to solve cross ambiguity words is the key of the segmentation of words. To exclude 
ambiguous words in automatic indexing algorithm is cross ambiguous words. 

4.2 Methods to Disambiguate Words[4] 

Currently the typical method of disambiguate words are: 
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4.2.1   Exhaustive Method 
In general, exhaustive method is to find all possible words in the Chinese string to be 
split. Most matching algorithm is used in the forward or reverse matching algorithm 
method of exhaustion, or combination of forward or reverse matching algorithm 
exhaustive methods. When segmentation word is not correct, this method will 
produce ambiguous words. 

4.2.2   Lenovo – Backtracking 
Li Guochen et al [5] proposed Lenovo – Backtracking. First of all, Chinese string to 
be split according to feature words have been divided into several sub-strings, each 
sub-strings is either single word or word group, and then word group is subdivided 
into words by the entity thesaurus and rule base, when word Segmentation, a certain 
grammar knowledge is used. 

4.2.3   Phrase Matching and Semantic Rules Law 
Yao Jiwei, Zhao Dongfan[6] proposed a combination disambiguation method of a 
local single phrase matching and semantic rules based on the phrase structure 
grammar. 

4.2.4   Part-of-speech Tagging 
BaiShuanhu[7] eliminated ambiguity words by the combining method of Markov 
chain tagging technology and word segmentation algorithm  
The paper puts forward a method to eliminating ambiguous words combined 
algorithm of exhaustive method and disambiguation rules. 

5 Ambiguous Words Elimination Algorithm 

The elimination algorithm of words ambiguous this article discusses is reprocessed 
the candidate words have already been cut a longer keyword or word group. Longer 
word is a meaningful indexing terms which appears in the dictionary as indexing 
words. 

If no longer word segmentation processing, the leakage phenomenon of keywords 
may occur. In order to no-produce leakage phenomenon, we need word segmentation 
processing again in order to increase the literature retrieval point. Cut out of the word 
may appear ambiguous word, such as in the word "Jiang Zemin" the ambiguous word 
of "democracy". 
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5.1 The Disambiguation Process 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The string length of word or word group is more 
than or equal to four single words. 

Get the string composed by a number of 
keywords (the number of keywords is 
greater than or equal to 3) 

By matching 
algorithm is used 
in the forward or 
reverse scanning 
method, and 
slicing process 

Keywords by matching vocabulary 
words  

Keywords sort in original position, 
and every three adjacent keywords 
form a sub-sequence keyword. 

Each sub-sequence processed, 
disambiguate word 

Get keyword 

Connect with figure1 

First letter of the second 
keyword is last letter of the first 
keyword and last letter of the 
second keyword is first letter of 
the third keyword, the second 
keyword is ambiguous word. 

Method 1 

Disambiguate word 

Exhaustive treatment of all 
keywords 

Exhaustive end 

Method 2 

 

Fig. 2. The Disambiguation process  

5.2 Disambiguation Algorithm  

The longer Chinese words is set, it’s the string length of are greater than or equal 
tofour single words. Without considering the single case of Chinese characters, maybe 
3 or more than 3 of keywords have been cut with different methods of separation. 
After matching with keyword thesaurus, an N (N≥3) consisting of a sequence of 
keyword strings which referred to a large sequence string has been obtained. At this 
point, disambiguation in two ways: 



www.manaraa.com

 Elimination Method Study of Ambiguous Words in Chinese Automatic Indexing 87 

Method 1: The sequence of each keyword in accordance with the Chinese characters 
string (longer keyword) sort order, in turn the adjacent three keyword consisting sub-
sequence string, thus combined into several sub-sequence of strings, and then 
disambiguation process separately for each sub-sequence strings. That is, first letter of 
the second keyword is last letter of the first keyword and last letter of the second 
keyword is first letter of the third keyword, the second keyword is ambiguous word. 
Thus, after processing for each sub-sequence string, we eliminate all ambiguity word. 

Method 2: Premise condition: Without permutations for large sequence string and do 
not form several sub-sequence string. That is, the first and the last letter of each 
keyword (referred to as A word) of large sequences check with the first and the last 
letter of the rest of the keywords. If the above conditions are satisfied simultaneously, 
namely, the first letter of A word is the last letter of one of the keywords and the last 
letter of A word is the first letter of another keywords, then A word is ambiguous 
word. After the above process for each keyword, all ambiguity word have been 
eliminated. 

5.3 Sample and Analysis 

The preselected words which had been split match with the common vocabulary or 
professional vocabulary. Such as “President Jiang Zemin”, “the People's Republic of 
China” ,“Major general”, “East China Sea Fisheries distribution”, and after 
segmentation produced ambiguous words “Democracy”, “Chinese”, “General” and 
“Seawater” are common vocabulary words. After the above disambiguation algorithm 
processing, we can eliminate these ambiguous words in turn. 

In addition, specialized vocabularies such as Agricultural Thesaurus [8]often have 
a class of words. For example, for the following words through the segmentation 
processing, hyponym of "microbial fertilizer" (CLC as S114):anti-bacteria fertilizer、
rhizobium fertilizer、azotobacter fertilizer, the "fertilizer" word (hypernym) are also 
extracted as keywords. If "fertilizer" is used as indexing terms, the upper word 
indexing error occurs. According indexing rules, the upper word can’t serve as index 
terms. Because of the massive literature retrieval operation, with the upper word as a 
search condition, the detection result is often a large number of irrelevant documents, 
the upper word indexing is the main reason. Strictly speaking, though these words are 
not ambiguous word, but it is ambiguous word indexing and should be eliminated. 

Through the above-mentioned two types of ambiguous word indexing analysis and 
preliminary disambiguation experiments, this method to eliminate the ambiguous 
word is an effective method and provide readers reference. 

6 Conclusion 

Disambiguation and unknown word identification are the difficult problems in the 
Chinese word segmentation field. There are a lot of types and cause of ambiguous 
word, different word processing method produces different methods to eliminate 
ambiguous words. This article is related to the ambiguous word appears under certain 
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circumstances, although conditions require to eliminate such ambiguous words, but it 
is still an effective way to eliminate ambiguous words. I also hope that the majority of 
researchers study algorithms in a wide range of methodological and propose 
innovative solutions to design a common method of clearing ambiguous words and 
improve the accuracy and speed of segmentation. In addition, the extensive literature 
research focuses on statistical segmentation,which also focuses on based on 
combination with statistical segmentation and other methods todisambiguate, they 
will give the Chinese word segmentation technology to bring a substantive 
breakthrough. 
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Abstract. Generally K-means clustering algorithm can not distinguish the 
imbalance between attributes, so it can only be an independent investigation 
situation of each attribute but can not be comprehensive analysis of the soil 
fertility status. To solve this problem, this paper proposes a weighted K-means 
clustering algorithm to evaluate the soil fertility in Nong’an County, Jilin. The 
algorithm uses AHP to get the weight of soil nutrient attributes. Then combined 
with K-means clustering algorithm. Finally through the operational efficiency 
and accuracy to determine the optimal classification, that can improve the 
clustering algorithm of intelligent. The algorithm and the traditional K-means 
clustering algorithm are used in the comparison, tests showed that the weighted 
K-means clustering algorithm has a better accuracy, operational efficiency, 
significantly higher than the unweighted clustering algorithm; Comprehensive 
evaluation of the changes in soil nutrients after precision fertilization that used 
algorithm. The soil fertility status has a significantly improvement after years of 
continuous precision fertilizing. The results show that the improved clustering 
algorithm is a good method to comprehensive evaluation of soil fertility. 

Keywords: AHP, Weighted K-means clustering, Optimal classification, Soil 
fertility evaluation. 

1 Introduction 

3S technology (GPS, GIS and RS), networking technology and expert system (ES) 
technology are widely used in precision agriculture with the rapid development of 
information technology. That all make soil fertility data appear to rich, 
multidimensional, dynamic, incomplete, uncertainty and other characteristics [1].How 
to be more timely and accurately show the differences in temporal and spatial data, 
comprehensive evaluation and correct analysis of the data have an important practical 
significance [11]. Data mining technology [5] is the process of generating new regular, 
which through the massive amounts of data classification, extraction to discover the 
mutual contact between data. 

Related data show that variable region and the traditional region of N, P, K nutrient 
variation coefficients in soil fertilization were compared by ZHANG. Which indicate 
that variable rate fertilization has a balanced effect to soil nutrient fertilization [2].  
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The research on weighted space fuzzy dynamic clustering algorithm by CHEN Gui-fen, 
proved the effectiveness of soil fertility evaluation [3]. And Li Yan.etc. [4] Who used 
fuzzy clustering method to classify partition and introduced two kinds of partitions to 
compare and evaluate, such as fuzzy clustering index and normalized classification. 
That can offer the decision basis for soil management. Even K-means clustering 
algorithm based on the classification method could differentiate soil fertility according 
to soil nutrient, However, it can’t consider the nutrient differences between each 
attribute. As a result, we use the improved K-means algorithm, considering the linkages 
between soil nutrients of the fertility in Nong’an country [8] and give a comprehensive 
evaluation. 

2 Analysis of k-means Algorithm 

K-Means algorithm is a clustering algorithm based on partitioning method [7-17], it is 

first suggested and one of the more classical clustering algorithms [14-15]. 

2.1 The Process of K-means Algorithm [6] 

Algorithms: k-means. Divided k-means algorithm based on the average value of the 
objects in the cluster. 

Input: the number of clusters (k) and the database contains n objects. 
Output: k clusters, so that the minimum squared error criterion. 
Method: 
(1) Choose k objects as the initial cluster centers; 
(2) Repeat; 
(3)According to the average value of the objects in the cluster, each object is (re) 

assigned to the most similar clusters; 
(4)Update the average value of cluster. That is to say, calculate the average value of 

each cluster in the object; 
(5) Until no change. 

2.2 Advantages and Disadvantages of k-means Algorithm 

Using k-means algorithm [12] to clustering, the effect is good. While the result is a 
dense cluster, the differences between clusters are obvious. When we deal with large 
data sets, this algorithm is relatively scalable and efficient, because of its complexity is 
O (nkt), where, n is the number of all objects, k is the number of clusters, t is the number 
of iterations. Typically k«n and t«n. This algorithm often ends with a local optimum. 
However, k-means method [13-18] is only used in the case of the average value of 
clusters were defined. This attribute data is not applicable for processing symbol 
attribute data, it also requires user to give the value of k (the number of clusters to be 
generated) in advance. In addition, for the "noise" and outlier data is sensitive, a small 
amount of such data can have a significant impact on the average value. 
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3 Analysis of Weighted k-means Algorithm Based on AHP  

3.1 Using AHP to Determine the Weight Coefficients 

The algorithm is as follows: 

Step 1: Construct paired comparison matrix; 
Step 2: Take any n-dimensional normalized initial vector )0(w ; 
Step 3: Calculation ,2,1,~ )()1( ==+ kkk Aww ; 

Step 4: Normalization )1(~ +kw ; 

Step 5: For the pre-specified precisionε , when n,,iww k
i

k
i ,21     ,)()1( =<−+ ε  

Established, )1(~ +kw shall be eigenvector; otherwise return Step 2; 

Step 6: Calculate the maximum eigenvalue 
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Step 7: Calculate consistency index 
1−
−=

n

n
CI

λ ; 

Step 8: Calculate consistency ratio 
RI

CI
CR = ; 

Step 9: If 1.0<CR is established, through consistency test; otherwise reconstruct paired 
comparison matrix; 
Step10: If all the layers are calculated. And we can obtain the weight vector of  total 
target , 

),,,( 21 maaaA = ; Otherwise, return back to Step 1. 

3.2 The Establishment of the Weighted k-means Model 

In this paper, we used the weighted fuzzy dynamic clustering approach to process 
spatial data, which is proposed by CHEN [3]. 

(1) Data’s standardization 
Since in practical problems, different data generally have different dimensions, in order 
to have the amount of different dimensions can be compared, we need to standardized 
data, which data are compressed to the [0, 1] interval. Now we use the range 
transformation, 
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(2) Weighted calculation 
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(3) Fuzzy similar matrix 

Calculating Closeness ijr  of fuzzy sets i  and fuzzy sets j , 
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Resulting in fuzzy similar matrix nnijrR ×= )( . 

4 The Application of Weighted k-means Algorithm  

4.1 Data Sources 

Application and research of soil fertility data after precision fertilization for many years 
[9-10], which is based on the "863" plan --"research and application of corn precise 
operating system" project demonstration base in Nong’an County, Jilin. And we select 
the representative soil nutrient data to integrated analysis, such as, alkaline hydrolysis 
nitrogen, available potassium and available phosphorus. From Nong’an County during 
2007 to 2011 years.  

GIS-based sampling points shown in Figure 1: 
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Fig. 1. GIS-based sampling points 

The sampling method from figure1 is “five plum blossom sampling”, namely taking 
soils from the four corners and the center, then blending these soils together as the 
sample. The samples have been taken and tested in Tab.1, from 2007 to 2011; through 
tests we have acquired the data of soil, such as spatial coordinates, organic matter, 
alkaline hydrolysis nitrogen, available potassium, available phosphorus, soil humidity 
and PH value. Select the main factors which affecting fertility as the sample data, part 
of the data shown in Table 1. 

Table 1. Part of the sample data 

Town name 

Alkaline 
hydrolysis 
nitrogen 
(mg/kg) 

Available 
phosphorus 
(mg/kg) 

Available 
potassium 
(mg/kg) 

latitude longitude 

Nong’an town 154.0 28.0 208.0 44.58417 125.2898 

Nong’an town 136.0 31.3 217.0 44.49895 125.2512 

Nong’an town 132.0 16.3 198.0 44.49926 125.2507 

Nong’an town 125.0 36.8 140.0 44.51392 125.2540 
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4.2 Application of Algorithm 

First, Standardization of soil nutrient data (the data come from Nong’an town during 
2007 to 2011). Then we can analysis spatial patterns of soil nutrients data according to 
the test area of N, P and K. The results show that the test area available phosphorus in 
the soil spatial variability of the maximum. It is shown in Figure 2: 

 

Fig. 2. Soil nutrient (N, P, K) spatial variation in Xi haolai, Nong’an town 

After that, Evaluation of the results based on the status of spatial variability and local 
soil characteristics, then construct pair wise comparison matrix B (Equation 2).  

Second, the author use AHP to get the nutrient weights of soil alkaline hydrolysis 
nitrogen, available potassium, available phosphorus, three nutrient weights are 0.3782, 
0.2032 and 0.4185. CI = 0.026420513 << 0.1, which is closer to the complete 
consistency. Then, compared with the classical k-mean clustering algorithm, the 
weighted K-means clustering algorithm has a significantly higher accuracy, and 
operational efficiency. We can see the results have shown in Table 2. 

Table 2. The comparison result 

Algorithm Average accuracy (%) Average running time(s) 

K-means 95.03 0.08 

K-Wmeans 96.91 0.06 

From table 2, the weighted and unweighted k-means both are better classification 
methods (the accuracy are 96.91%, 95.03% respectively, and the running times are 0.06 
s, 0.08 s respectively). When we use unweighted clustering, different nutrients in the 
soil will offset the gap between the highest and lowest and delimit in the same class, 
while weighting the gap will be assigned to different classes, this method can reflect the 
real situation of soil nutrient. Weighted k-means for the "noise" and outlier data is not 
very sensitive; a small amount of this kind of data does not have great influence on the 
average value. 

Finally, using the weighted k-means algorithm, weighted clustering the soil nutrient 
data of Nong’an town for five consecutive years from 2007 to 2011. Experimental 
results as shown in Table 3 and Figure 3. 
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Table 3. The result of soil nutrient data weighted clustering 

 

2007 2008 2009 2010 2011 

Clustered 

Data 

Percentage 

(%) 

Clustered 

Data 

Percentage 

(%) 

Clusterd 

Data 

Percentage 

(%) 

Clustered 

Data 

Percentage 

(%) 

Clustered 

Data 

Percentage 

(%) 

Cluster 0 310 42 247 33 161 22 198 27 99 13 

Cluster 1 26 3 257 35 126 17 254 34 235 32 

Cluster 2 225 30 194 26 234 31 151 20 134 18 

Cluster 3 183 25 46 6 223 30 141 19 276 37 

 

Fig. 3. Clustering results 

The Table 3 and Figure 3 show that, in the same category case, the degree of 
similarity between the data is gathered and the differences between clusters are 
decreasing year by year after a continuous precise fertilization. The value of Cluster 0 
decreased from 42% in 2007 to 13% in 2011, cluster 1 from 3% in 2007 years rose to 
35% in 2010.All above shows that the weighted k-means algorithm is an effective 
method for soil fertility evaluation. After a continuous precise fertilization, alkaline 
hydrolysis nitrogen,available phosphorus and available potassium, the comprehensive 
similarity of three kinds of nutrient data have been improved year by year. The results 
tally with the actual situation, so weighted k-means algorithm is an effective method of 
fertility evaluation. 

5 Results and Discussion 

Analysis and evaluation of soil nutrient data by using weighted k-means algorithm. The 
data of Nong’an town for five consecutive years from 2007 to 2011. We can see that 
significant changes in soil fertility occur after five consecutive years of precision 
fertilization. Experimental results show that the weighted k-means algorithm is an 
effective method of fertility evaluation. 

(1)AHP is used to determine the initial weight values; the weighted original 
decentralized data can avoid the shortcomings that unweighted k-means algorithm does 
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not distinguish between data imbalance between attributes as well as sensitive to 
"noise" and isolated points data . 

(2)The use of weighted and unweighted k-means algorithm for comparative analysis 
soil nutrient data about soil alkaline hydrolysis N, available P and available K from 
Nong’an town in 2011, and the results showed that weighted K-means clustering 
algorithm has better effect than unweighted k-means algorithm, in the terms of 
accuracy which is increase1.88% and operating efficiency which is increase 25%. 

(3)From the experimental results of the algorithm, after five consecutive years of 
precision fertilization on soil nutrient data in Nong’an town, Comprehensive similarity 
in increase year by year.This evaluation results and the actual situation is consistent, 
provides a new reference for analysis of soil fertility status in future. 

The initialization of weighted and unweighted k-means clustering algorithm should 
depend on iterative method to determine the number of clusters that is relatively close 
to the true value and the initial center. However, this article only analysis verification of 
soil nutrient data that after five consecutive years of precision fertilization on soil 
nutrient data in Nong’an town. And the improved algorithm has not tested the 
application of large data sets or fully confirmed that the validity of new algorithm for 
massive data sets. How to simplify the clustering algorithm and combine with soil 
nutrient data of many years, more townships (towns) and soil types. They are all 
problems. So these parts still need further research. 
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Abstract. By applying analytic hierarchy process to extend the D&M IS 
success model, this paper builds a user preference hierarchical model for online 
consumers to select the most preferred website; this model is mainly constituted 
by the quality of information, service, system and supplier. Empirical study on 
agricultural products B2C field has shown that service quality is the most 
important factor affecting the website selections of online consumers, and e-
commerce businesses should make greater efforts to improve the reliability and 
the rapid responsiveness of service. As supplier quality is highly correlated with 
user preferences, e-commerce businesses should take a balance strategy to 
increase product range, improve product quality with lower product price at the 
same time Information currency is high in the ranking, so e-commerce 
businesses should pay attention to update information on the website timely. 

Keywords: B2C, E-commerce success, website quality factors. 

1 Introduction 

With the popularity of internet and people’s love for shopping, consumerism has 
already been popular in China. In 2006, less than 10% of users shop online, while in 
2012 this proportion has jumped to 39%. The intense growth of internet users 
promotes the rapid development of Chinese e-commerce market, data from China 
Electronic Commerce Research Center shows that as of June 2012, the Chinese e-
commerce market transactions amounted to 3.5 trillion Yuan, increased by 18.6%.The 
generous profits of e-commerce market has attracted more and more businesses to 
enter, at the same time, the surge of e-commerce businesses makes the competition of 
Chinese e-commerce market fierce. In 2012, some e-commerce businesses cut down 
part of staffs, some e-commerce businesses went bankrupt, China Electronic 
Commerce Research Center analyst, Mo Dai Qing believes that the failures of e-
commerce businesses will continue, superior bad discard will continue to unfold. 
However, many decision-makers of e-commerce businesses are continuing to make 
significant investment in developing e-commerce websites, in case of not being clear 
what factors contribute to the development of high-quality websites and how to 
measure their effect on e-commerce success [1-2].  
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E-commerce is a special business industry, it is different from others, and the 
success of an e-commerce business depends largely on its website quality [38]. As a 
portal for business to interact with the current and potential consumers, website not 
only provides a platform for businesses to promote products and services, but also 
provides a way to generate more revenue by attracting more consumers. On the one 
hand, e-commerce businesses rely on people to visit their websites to buy their 
products, and more importantly, become repeated customers; On the other hand, 
consumers have a lot of alternative sites to choose from, so if a website's performance 
cannot let consumers be satisfied, they can easily switch to another alternative 
website. Therefore, the website quality of an e-commerce business will directly affect 
consumers to go or stay, and then determines e-commerce success. 

Domestic and foreign researchers have made considerable efforts in determining 
the factors affecting e-commerce success. DeLone and McLean [3] first proposed IS 
success model in 1992, and subsequently based on it they proposed the updated D & 
M IS success model [4], which can measure the success of e-commerce systems from 
six dimensions: information quality, system quality, service quality, use, user 
satisfaction and net benefits. Molla and Licke [5] partially extended and modified the 
D & M IS success model, and then proposed an e-commerce success model. They 
regarded the consumer e-satisfaction as the dependent variable of e-commerce 
success, defined and discussed the relationship between the consumer e-satisfaction 
and e-commerce system quality, content quality, use, trust and support. Madeja and 
Schoder [6] conducted an empirical research on 8 website performance indicators 
which affect the success of e-commerce system: interactivity, immediacy, 
connectivity, diversity, availability, information-rich, usability, personalization and 
customizations. Xuan [7] studied the factors which impact the e-commerce success of 
network marketing companies, taking China Shanghai Brilliance Group as a case. 
Mainly referencing Molla & Licker (2001) e-commerce success model, he selected 
four indicators: system quality, content quality, trust, support and service to measure 
the success of e-commerce systems. Sharkey et al. [8] empirical studies the updated D 
& M IS success model, they found the important relationship between information 
quality, system quality, and three success dimensions: intention to use, user 
satisfaction and trading intent. 

Although in order to determine the website quality factors affecting e-commerce 
success, researchers have conducted a number of studies and provided a deep 
understanding of it, but it still has exploration space being left, for example, we can 
add more website quality factors to extend the existing models, we can also apply the 
models to different e-commerce domains to compare and analyze. 

This paper assumes that an e-commerce business is more likely to be success when 
its website has the highest quality among all the alternatives. This will result in its 
website being selected by online customers as the most preferred. The more 
customers select its website, the more likelihood the business improves its e-
commerce business performance. This paper addresses this issue, limiting the study 
scope to an investigation of website quality of agricultural products B2C e-commerce 
websites. 
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2 Theoretical Framework 

2.1 Updated D&M IS Success Model 

In order to measure the success of information systems, researchers have proposed 
many theoretical models. Among these models, DeLone and McLean's IS success 
model is the most cited models. 

INFORMATION 
QUALITY

INTENSION TO      USE   
USE

USER SATISFACTION

NET 
BENEFITS

SYSTME 
QUALITY

SERVICE 
QUALITY

 

Fig. 1. Updated DeLone & McLean IS Success Model 

In 2003, DeLone and McLean updated there IS success model based on other 
researchers’ findings, as shown in Fig.1. Delone and McLean added “service quality” 
to the model, and merged the two dimensions: “individual impact" and 
"organizational impact" into a single new indicators: net benefits. DeLone and 
McLean believe that the IT department of an organization not only provides product 
information to consumers, but also provides service support to consumers, so service 
quality should also be one of the dimensions of information systems success; In 
addition, according to the different levels of analysis and research purposes, except 
for "individual impact", there also may have "industry impact," "social impact", 
"consumer impact" and so on, and  "impact" may be positive or negative, so 
"individual impact " and “organizational impact” in the original model are not 
comprehensive enough and the more comprehensive and accurate concept " net 
benefit" should be used as the ultimate success dimension, and the situation of " net 
benefit "will adversely affect system use and user satisfaction. 

Because e-commerce system is one kind of information system, so D&M IS 
success model can also be used to measure the effectiveness and the value of e-
commerce system. 

2.2 Analytic Hierarchy Process [9-10] 

AHP is proposed by an American operational research experts Saaty in the 1970s, it is 
a multi-objective decision analysis method which combines qualitative and 
quantitative analysis.  
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The principle of this method is as follows: 
Assuming there are n objects, denoted as

n
A,...,

2
A,

1
A , their weights 

are
n

w,...,
2

w,
1

w . If they compare their weights two by two, the ratio may 

constitute a nn ×  matrixA. 



























=

n

n

2

n

1

n

n

2

2

2

1

2

n

1

2

1

1

1

w

w
  ...      

w

w
      

w

w

                                      

w

w
     ...    

w

w
    

w

w

w

w
    ...   

w

w
     

w

w

A


 

Matrix A has the following properties: 

If using the weight vector T

n21 )w,,,w(wW =  to right multiply matrices A, 
the results is as follows: 

nW

w

w

w

n

w

w

w

w

w
  ...      

w

w
      

w

w

                                      

w

w
     ...    

w

w
    

w

w

w

w
    ...   

w

w
     

w

w

AW

n

2

1

n

2

1

n

n

2

n

1

n

n

2

2

2

1

2

n

1

2

1

1

1

=





















=















































=


 

Namely 0nI)W(A =− . 
Seen by the matrix theory, Wis the feature vector, n is the characteristic value. If 

Wis unknown, we can make a judgment of radio subjectively based on the 
relationship comparing between objects by policymakers or use the Delphi method to 
obtain these ratios to make the matrix A to be known, and then the judgment matrix 

is recorded as A . 
According to the theory of positive matrix, we can prove: If the matrixA has the 

following characteristics((
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If the given judgment matrix A having the above characteristics, then this matrix 
has full consistency. However, when people pairwise compares the various factors on 
complex things, it is impossible to achieve complete consistency of judgment, but 
there is estimation error, which will inevitably lead eigenvalues and eigenvectors also 
have bias. Then the question changes to '

max

'
WλWA =  from nWAW= , here 

max
λ  is the 

largest eigenvalue of matrix A, '

W  and is the relative weight vector with deviations. 
This is the errors caused by incompatible judgment. To avoid the error is too large, so 

it need to measure the consistency of the matrix A . When matrix A  is fully 
consistent: 

Because n,aλ1,a

n

1i

ij

n

1i

iii === 
==

 

So there exists a unique nonzero nλλ
max

== . And when the discrimination of 

Matrix A  exists inconsistent, in generally nλ
max
≥ . 

Here naλλ
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ii
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maxi

imax λnλ . 

Use its mean as the index of inspection judgment matrix. 
When 0I C.n,λ

max
== , it is fully consistent; the larger the value of I C.  is, the 

worse the complete consistency of judgment matrix is. Usually as long as 0.1I C. ≤ , 
it is considered the consistency of judgment matrix is acceptable, otherwise, it needs 
to re-pairwise the comparison judgments. The greater the dimensions of Matrix n is, 
the worse the consistent of judgments is. Thus the correction value I R.  is introduced. 
As shown in table 1. And taking a more reasonable value of R C.  as the indicators to 
measure the consistency of judgment matrix. 

R.I

C.I
R C. =  

Table 1. Correction value I R.  

Dimension 1 2 3 4 5 6 7 8 9 

I R.  0.00 0.00 0.58 0.96 1.12 1.24 1.32 1.41 1.45 

3 Research Model 

Base on D & M updated IS success model (2004) and AHP, this paper proposes a 
research model (Fig.2) for online consumers to select the most preferred website. The 
model consists of four main website quality factors including information quality, 
system quality, service quality, and supplier quality. We believe that these four 
website quality factors significantly affect the online consumers to choose the most 
preferred website. 
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Fig. 2. User Preference Hierarchy Mode 

3.1 Information Quality 

Because of the characteristics of virtual environment, online consumers can not 
physically touch the products, therefore, product information on the website is the 
only way by which online consumers can understand products. In some studies 
information quality is also known as content quality. Some researchers define 
information quality as the characteristics and expression of information in the e-
commerce system [11-12]. Alba and other studies suggest that information quality 
refers to to what extent online consumers can use information to predict their 
subsequent consumer satisfaction prior to purchase [15]. Previous studies have 
demonstrated that information quality and its sub-properties can improve customer 
satisfaction and maintain a website’s attraction to consumers [13-14]. 

Information quality can be measured by information relevance, currency and 
understandability. Information relevance includes the relative depth, range and 
integrity of information. Currency refers that information should be updated timely, 
studies have found that frequent updates can improve the access rate [15], while 
outdated information is a primary factor that causes website closure and business 
failures [16]. Understandability means information content should be clear and easy 
to be understood. 

3.2 System Quality 

System quality used to measure the characteristics e-commerce system requires [17]. 
System quality is believed to be a critical success factor affects technology use and 
user satisfaction. Research shows that websites with poor system quality will let 
consumers to have a negative impact on online experience and consumer satisfaction 
[18-19]. System quality can be measured by navigability, response time, ease of use, 
security, telepresence and personalization. 
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Navigability refers to the interactivity and navigation technology capabilities a 
website provides [20]. Navigability can not only provide more control navigation for 
online consumers, but also can help online consumers to reach the target website with 
fewer obstacles [21]. Fast response time is very important for improving system 
quality because few online consumers are willing to wait more than a few seconds to 
be respond. Ease of use is an important factor for e-commerce system [22], which is 
treated as one dimension of success in the D & M IS success model. Telepresence is 
defined as the realism in a virtual environment created by the computer / 
communications media. We know that online consumers want to feel and touch the 
products and communicate with retailers as they do in the physical market, they tend 
to use their experiences in the real world as a standard to evaluate their online 
experiences [23-24]. In order to locate and select the best products and service on 
websites, online consumers often need to experience an excessive amount of 
information, so it does need a personalized system to treat every consumer separately 
[25-26], a personalized system can provide online consumers with personalized 
interfaces, effective one to one information and personalized service [27-28].Finally, 
security is one of the biggest obstacles for e-commerce. Online consumers will not 
disclose their personal information and financial information until they are sure a 
website is secure, so the website should achieve a variety of functions (for example: 
encryption, third-party certification, Security Statement) to ensure the security of 
online shopping [29]. 

3.3 Service Quality 

Service Quality is the comprehensive support offered by the online retailer. Because 
online consumers are trading with invisible retailers, so service quality has become 
particularly important in e-commerce [20]. Service quality can be measured by 
empathy, responsiveness, reliability and customization. 

Empathy refers to the care and attention provided by e-commerce businesses to 
online consumers [30].Responsiveness is the willingness e-commerce businesses 
provide timely services to help online shoppers [30]. Reliability is the capabilities e-
commerce businesses fulfill service warranty reliably and accurately [30]. 
Customization is another important service activity on the website [31], it is the 
customized information, products and prices provided by e-commerce businesses to 
online consumers based on the track of the interaction between online consumers and 
their websites. [32]; through customization e-commerce businesses can further 
differentiate their competitors, and encourage online consumers to return to their 
websites for the next shopping event [33]. 

3.4 Supplier Quality 

Supplier quality is also considered an important factor of e-commerce success. 
Supplier quality can be measured by price advantage, product advantage, brand 
awareness and reputation. 
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Price advantage is a measure of store efficiency, because a valid store can reduce 
transaction costs and thus provide consumers with better prices [34]. It is discovered 
that price advantage has important implications for online purchase, for example, 
Devaraj et al found that price advantage significantly affects e-commerce channel 
satisfaction of books or CDs [35]; Chen and Dubinsky’s studies have shown that high 
price has a negative impact on online consumers [36]. Product categories is one of the 
most important factors that affect e-commerce success [37], providing a range of 
products can improve the efficiency of e-commerce transactions, because online 
consumers will not have to search products on other websites and thus saving time for 
online consumers, as well as increasing trading revenues for e-commerce businesses; 
while quality problems will affect consumers’ confidence in e-commerce suppliers 
[38]. Websites with good brand positioning will attract high click-through rate [39], a 
customer’s brand loyalty is positively correlated with his website loyalty [40], and 
users are more willing to choose the technology choose by a large number of other 
users [41]. E-commerce business spends millions of dollars to advertise its website to 
improve its brand awareness, when a lot of people know and want to experience a 
website, the website’s brand awareness has been improved. Economists found 
reputation is positively correlated with prices, the higher an e-commerce business's 
reputation is, and the more consumers are willing to pay for the e-commerce business. 

4 Research Method 

4.1 Data Collection 

A questionnaire-based online survey was conducted to investigate the relative 
importance of website quality factors for online customers to select the most preferred 
website. The factor and their measurement items were initially developed based on a 
literature review. Then, we invited three business doctoral tutor and six doctoral 
students to check the wording, content, and format of the questionnaire, and according 
to their views the questionnaire was modified. 

The questionnaire is divided into three parts. The first part investigates the 
demographic characteristics of the survey respondents, including: gender, age, 
educational background and career; the second part investigates the network 
familiarity and shopping habits of the survey respondents, including: contact time of 
online shopping, number of online shopping average weekly; The third part 
investigate the relative importance of website quality factors for the survey 
respondents by pairwise comparing. 

First, each survey respondent was required to navigate an agricultural product B2C 
websites to conduct tasks based on a given online purchasing scenario. Then each 
survey respondent was asked to fill out the questions about the relative weight of one 
factor over another. Finally, each survey respondent was demand to visit all the target 
websites and answer the questions about relative strength of each alternative website 
based on each factor. 
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We adopted online survey questionnaire to collect data. The web-based survey 
began from February 15 and ended at March 15 in 2012. Finally we received 338 
questionnaires and 310 were valid. 

4.2 Descriptive Analysis 

In the effective research samples, male and female ratio is about 1:1, men slightly 
more than women. Samples under 35 years account for 82.91 percent, which have an 
absolute advantage. Undergraduate and equivalent account for 59.03% in the total 
sample. AS to thire average monthly expenditure for online shopping in the last three 
months, 3000-5000 Yuan accounts for 20.65%, which ranked first. And among their 
average monthly expenditure for online shopping, 500-1000 Yuan shares the largest 
proportion, accounts for 43.87%. Company or enterprise managers share the highest 
percentage 33.35%, followed by the general staff, accounting for 28.39%, and then 
followed by professional and technical personnel, accounting for 18.71 percent. 
Analysis of the basic demographic characteristics of samples illustrates they have the 
very similar online shopping user characteristics published by CNNIC. 

In addition, we can also see that 37.74% of samples have more than 4 years online 
shopping experiences; 79.35% of samples shopped online more than twice an week in 
the recent three months. More than 75% of samples spent more than to 2 hours a week 
to browse online shopping information. Analysis of shopping habits of samples 
illustrates they have more frequent and stable shopping habits. 

5 Results and Discussion 

The data was analyzed by Expert Choice. Expert Choice is an AHP software, which 
can provide analysis results including local weights, overall weight, the priority of 
alternatives and sensitivity. 

5.1 Comparison of Website Quality Factors 

First, we analyze the relative importance of website quality factors, check the 
importance of each factor contributing for consumers to choose the most preferred 
online website. In order to obtain the relative importance of each factor, we conducted 
a pairwise comparison of factors. The weight of each website quality factor is shown 
in Fig.3. 
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Fig. 3. Relative importance of website quality factors 

From Fig.3, we can see that when online consumers choose agricultural products e-
commerce websites, service quality has the highest global weight 0.358, followed by 
supplier quality (0.239) and system quality (0.202). This fully verifies that service 
quality is increasingly becoming an important aspect of e-commerce [42]. For system 
quality, safety has the highest local weights 0.435, followed by ease of use (0.181), 
telepresence (0.106), personalization (0.093), and navigability (0.082). For 
information quality, currency has the highest local weights 0.354, followed by 
relevance (0.328), understandability (0.318). For service quality, reliability has the 
highest local weights 0.318, followed by responsiveness (0.312), empathy (0.247) and 
customization (0.123). For supplier quality, price advantage tied with product 
advantages have the highest local weights 0.73, followed by brand awareness (0.229) 
and reputation (0.164). 

The ranking of website quality factors is shown in Table 2. 
From Table 2 we can see that when online consumers choose the most preferred 

website, the reliability, responsiveness, empathy of service quality, the security of 
system quality, the price advantage and product advantages of supplier quality, and 
the currency of information quality are among the top five website quality factors. 
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Table 2. Ranking of website quality factors 

 Global weights Rank 

Navigability 0.017 14 
Response Time 0.021 12 

Ease of use 0.037 11 

Telepresence 0.021 12 

Security 0.088 3 

Personalization 0.019 13 

Understandability 0.064 7 

Currency 0.071 5 

Relevance 0.066 6 

Reliability 0.114 1 

Responsiveness 0.112 2 

Empathy 0.088 3 

Customization 0.044 9 

Brand Awareness 0.039 10 

Reputation 0.055 8 

Price Advantage 0.073 4 

Product Advantage 0.073 4 

5.2 Comparisons of Alternative Websites 

Alternative websites are websites which can substitute for each other to meet a certain 
kind of consumers' desire. As more and more e-commerce websites being created, the 
homogenization of e-commerce websites becomes increasingly serious, how to create 
a differentiated competitive advantage, is the problem which e-commerce businesses 
have to face if they want to successfully survive. 

 

Fig. 4. Ranking of Alternative websites 

Fig.4 shows the result of the most preferred website choose by online consumers. 
We can see Alt2 (0.298) are the most preferred site of online consumers, followed by 
Alt3 (0.268), Alt1 (0.225), and Alt4 (0.209). 
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Table 3. Ranking of website quality factors 

 Alt1 Alt2 Alt3 Alt4 
Navigability 0.218 0.295 0.256 0.181 
Response Time 0.337 0.245 0.263 0.115 
Ease of use 0.283 0.304 0.243 0.170 
Telepresence 0.267 0.264 0.252 0.237 
Security 0.279 0.309 0.225 0.187 
Personalization 0.278 0.283 0.268 0.172 
Understandability 0.262 0.236 0.273 0.229 
Currency 0.239 0.328 0.226 0.208 
Relevance 0.156 0.335 0.307 0.203 
Reliability 0.194 0.308 0.250 0.248 
Responsiveness 0.212 0.234 0.343 0.211 
Empathy 0.224 0.355 0.233 0.189 
Customization 0.180 0.308 0.268 0.244 
Brand Awareness 0.231 0.323 0.263 0.183 
Reputation 0.172 0.295 0.302 0.231 
Price Advantage 0.271 0.305 0.211 0.212 
Product Advantage 0.182 0.302 0.320 0.196 

 
Table 3 shows the normalized priority weights of website quality factors. Through 

this table we can see that Alt2 which is the most preferred alternative website of 
online consumers has the highest navigability , ease of use, security, personalization, 
currency, relevance, reliability, customization, brand awareness and price advantage. 
Alt3 which ranks second has the highest service responsiveness, information 
understandability, and reputation and product advantages. Alt1 ranks third has the 
highest system response time and telepresence, while alt4 ranks last does not have 
outstanding website quality factors. Through this table, an e-commerce business can 
identify the gap of website quality factors between its website and their competitors’, 
and thus develops the relevant strategies to improve the quality level of its website. 

5.3 Sensitivity Analysis 

Sensitivity analysis is to investigate when the weight of a factor or an indicator 
changes, how other factors or indicators change relatively. Expert Choice software 
provides three kinds of sensitivity analysis [43]: Dynamic Sensitivity Analysis, 
Performance Sensitivity Analysis, and Gradient Sensitivity Analysis. 

Through sensitivity analysis, we can provide more information about how online 
retailers improve their website quality to catch up with competitors or how to 
maintain its position as the most preferred website. 

The Gradient Sensitivity Analysis chart of System quality is shown in Figure 5. 
From Fig.5, we can see when the weight of system quality is greater than 0.646, it 
may lead to Alt3 whose user preference ranking is second interchanges its ranking 
with Alt1 whose user preference ranking is third. This shows that if Alt1 greatly 
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improves its system quality, it can improve its ranking among online consumers. 
When the weight of system’s response time is greater than 0.08, online consumers 
may replace the ranking of Alt2 and Alt3. This shows that if Alt 3 speed up its 
response time, then its user preference ranking may exceed Alt2. 

 

 

Fig. 5. Gradient Sensitivity Analysis chart of System quality 

The Gradient Sensitivity Analysis chart of Service quality is shown in Fig.6, which 
indicates that when the weight of service quality is greater than 0.657, online 
consumers may replace the ranking of Alt4 and Alt1. Therefore, if Alt4 wants to 
improve its user preference ranking, it needs to improve its service quality. 

 

 

Fig. 6. Gradient Sensitivity Analysis chart of Service quality 
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6 Conclusions 

Through modifying updated D & M IS success model and applying AHP, this paper 
explores the relative importance of website quality factors which affect online 
consumers to choose the most preferred websites and the priority of alternative 
websites. We found that when online consumers choose the most preferred website, 
service quality is considered to be the most important factor, among which reliability 
and responsiveness rank the highest, this suggests that e-commerce businesses should 
pay more effort to improve service reliability and rapid response. Supplier quality is 
highly relevant, product advantage and price advantage causes online consumers’ 
concerns which shows e-commerce businesses should take the balancing strategy to 
increase product variety, improve product quality and at the same time lower product 
price. The currency of information quality is also top-ranking, indicating that e-
commerce businesses should pay attention to update the information including 
product information and contact information on their website timely. 

This paper has limitations, which needs to revisit in future studies. First, the results 
of this paper confines to the field of agricultural products B2C e-commerce, not 
represents all e-commerce. Secondly, the evaluation factor is based on the updated D 
& M IS success model, which may rule out some factors strongly affect the website 
quality. Third, because the target website is e-commerce website, which makes the 
validity study of each factor not in the controllable environment. Fourth, the sample 
used in this paper are not enough, it may lead to sample selection bias problem. Fifth, 
this paper is based on online survey, the sample’s behavior is uncontrollable, which 
may result in deviation of sample data. 

This paper empirically validates that the updated D&M IS success model can 
successfully reveal e-commerce success; by adding ease of use factor in system 
quality, adding customization factor in service quality, adding product advantages 
factor in supplier quality, the initial model is extended. The results showed a 
significant effect. The extended model can be used to guide managers / designers to 
measure the level of their websites quality. With comparing with competitor's website 
quality, E-commerce businesses can develop strategies and resource allocation 
decisions to improve the current websites to obtain e-commerce success; Research 
models, standards and their relative impact not only provide useful information for 
decision-makers of e-commerce businesses to develop decision support systems to 
monitor the performance of the current websites, but also provides strategic advice for 
businesses to develop better e-commerce websites. 
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Abstract. The improvement of nutrition and health evaluation research will 
better help people to strengthen food safety, prevent and control the major 
diseases, improve medical and health services. This is especially important with 
key groups in the vast rural areas in China. Under the background of 
information era, if the nutrition and health assessment methods research can be 
combined with the actual research findings of statistical analysis using 
iinformation systems and big data, the research level will be achieved and be 
good for the reducing of regional differences in levels of development.This 
paper summarizes and analyzes the important indicators and elements that have 
great impacts on the level of nutrition and health for the population through the 
latest development about nutrition and health research at home and abroad first, 
then discribes the parametric modeling research ideas and methods under the 
conditions of modern information technology,at last revealed widely practical 
prospect of information technology in the field of nutrition and health. This 
research has practical significance to the promotion of economic and social 
development in rural areas and the enhancement of the overall nutritional and 
health level of the population. 

Keywords: information system, rural population, nutritive index, health 
conditions, evaluation model. 

1 Introduction 

Chinese nutrition health and food nutrition safety are gradually becoming one of the 
major strategic issues in the construction of national quality in China; thus the 
research on national nutrition health level becomes imperative. Since 2010, aiming at 
the sustainable development of national fitness and health, the Chinese government 
has launched and implemented “The 12th Five Year Plan of Food Industry” and “The 
12th Five Year Plan of Health Protection” based on the domestic food nutrition safety 
situation and the development process of nutrition and population health at home and 
abroad. This is the top-level design and systematic plan for the mid and long term 
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development of national food and nutrition safety and health of the population. Due to 
the large population of China, health protection development levels varied in different 
places; health evaluation indicators varied for different key groups, such as for the 
elderly, women and children; chronic, endemic, occupational and other kinds of 
diseases are crossed and frequently occurred; all these situations caused the lagging of 
the investigation and research of nutrition and health of key groups outside the urban 
areas. However, with the implementation of new health insurance and new rural 
cooperative medical system (NCMS) and the emergence of potential technologies like 
the Internet of Things and Big Data, it is predicted that the modern information will 
become the most effective means in the investigation and research of nutrition and 
health of the population in China.   

Research of nutritional and health level mainly involves two major fields: human 
nutrition and food nutrition. From the view of academic development, nutriology is 
closely linked with biochemistry, physiology, pathology, clinical medicine, food 
science, agricultural science and other disciplines. From the micro perspective, it can 
provide guidance for the reasonable arrangement of the diet of an individual, a family 
or a group; it is closely connected with the life processes of human beings, such as the 
growth and development, physiological function, operational capacity, disease 
prevention, health protection and longevity; from a macro perspective, it is related to 
the agricultural production, food processing, the populace’s cultivation and economic 
levels of a country. Therefore, nutriology is a natural science discipline with high 
potential for scientific applications. For example, the incidence of chronic diseases 
and lifestyle are closely related, which accounting for about 60% of health issues. The 
two major factors affecting chronic diseases are nutrition and exercise. People with 
obesity and overweight have a high risk of chronic diseases. Thus nutrition is the most 
important factor which affects public health. This paper provides an overview of 
current studies on the evaluation of nutrition health level and puts forward that the 
information system can play an important role in this evaluation, particularly for the 
key groups in Chinese rural areas. 

2 Analysis of Research Progress 

2.1 Research Status Worldwide 

Trophic level evaluation is an important reference for the measurement of 
population’s health level. Currently, a large number of studies have been conducted to 
evaluate population’s nutrition health level based on the indicators, such as heart 
health, digestive system health, bone health, weight control, mental supplement and 
blood sugar control, etc. Also, the evaluation methods for nutrition health level have 
been well documented.  

In the field of evaluation for nutrition health level, worldwide, according to the 
Report of United Nations Standing Committee on Nutrition (2009), the Sixth World 
Nutrition Situation Report showed obvious progress of nutrition improvement have 
been made in some countries with nutritional deficiencies, in which the control of 
iodine deficiency can be taken as one of the very successful cases. In addition, the 
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tendency of dysplasia and underweight in different populations and areas has been 
effectively monitored. In the end, this report indicated the need of a sustainable 
solution and a more lasting change to enhance the connection between food safety and 
nutrition and make it closer. Gu et al. (2007) compared the bone mineral content 
(BMC) and bone mineral density (BMD) of elderly population. The study included 
490 men aged 50-70 and 689 women. The results showed that the BMC and BMD 
samples of urban population were significantly higher than the samples of rural 
population. Differences of BMC and BMD of women from urban and rural areas were 
not limited to the lifestyle, but also included other activities, such as income, milk 
intake, vitamin D and calcium, the general level of physical activity, walking, and 
social activities. Aubel (2011) indicated that improvement of nutritional status of 
infants and young children in developing countries was largely depended on whether 
the family adopted the optimum nutrient supply, especially, the impacts and functions 
of women (e.g. grandmother) could not be ignored. Three different cultural 
backgrounds, namely Africa, Asia and Latin America and social dynamics factors 
influencing the commonly seen models in child nutrition were involved in this 
research, including: grandmother’s influence on the child nutrition and health issues 
as the central role; the impact of grandmother on the practices of pregnant women and 
child nutrition, especially other nutrient levels for children with regard to pregnancy, 
feeding and care of infants, toddlers and sick children. It also pointed out that the 
impacts of male members of the families on child nutrition were relatively limited. 
Brauw et al.(2011) studied children’s weight status in rural areas and indicated that 
weight of children aged 7-12 inclined to be lighter than the standard weight, and if not 
taken care of grandparents, children aged 2-6 were less likely to excess the standard 
weight. Migration of the parents was positively correlated with the underweight of 
children aged 7-12. Because members in families that had migrant workers tended to 
spend less time in cooking. And children aged 7-12 in such families would have to 
bear part of the house works, mainly cooking. Nutritional status of children aged 2-6 
was largely unaffected in families with migrant workers, especially when they were 
living with grandparents. Fox et al. (2012) reported a survey focused on the health 
status of children from 35 developing countries and the multi-level regression results 
of the data showed that the problem of child malnutrition in rural areas was very 
serious, which was affected and restricted by the socio-economic level, the medical 
care level as well as the supply of nutrients and other conditions. Meanwhile, the 
urban-rural gap was shrinking with the countries’ gradual development. Delpier et al. 
(2012) demonstrated that rapid growth of young people’s consumption of sugared 
beverages would cause weight gain, bone damage and tooth decay, as well as the 
situation of type II diabetes. Also, the results showed that reduction of the 
consumption of highly sugared beverages had high statistical significance. It also 
reflected the significance of applications of Internet and smart phone technology in 
the analysis and nutritional advices. In America, studies showed (Pan American 
Health Organization, 1998) that in the last decade, health conditions of Americans 
was steadily improved, which should give the credit to social, environmental, cultural, 
and technological  development and improvement of medical and health conditions. 
The characteristics of the progress and speed were unique and could not be 
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reproduced in other countries, or other populations. Some countries, like Latin 
America and the Caribbean, are still facing the distresses brought by traditional health 
problems such as famine, environmental degradation and the deterioration of living 
conditions. In many areas of America, nutrient level has been greatly improved, 
which can be proved by conventional measurements of body weight and height, but 
lower weight to age ratio and weight to height ratio are still serious, especially in 
children, the number of children with lower weight and age ratio caused by 
malnutrition accounted for 50% of the preschool and school-age children. This 
problem is not only related to the height, but also reflects the physical and mental 
development. And obesity mainly refers to excessive weight to height ratio, which 
mainly present in areas with lower level of development. Among urban population 
and women, this obesity would normally be misunderstood as excess nutrients, but it 
is actually accompanied by deficiency of some microelements, such as iron, folic acid 
and zinc. And its prevention and eradication is very complex. Among the deficiency 
of these microelements, the deficiencies of iodine and vitamin A had been controlled, 
the deficiency of iron remains as the most commonly seen nutritional problems, 
especially among pre-school children and pregnant women. 

In brazil, Vieria et al. (2011) studied the socio-economic, diets and anthropological 
characteristics of school-age population. The research of nutritional conditions mainly 
focused on the BMI/Age ratio (Body Mass Index) and Height/Age ratio (Height 
Indicator). The research of food intakes used the 24 hours recall method and the 
results were analyzed through the comparison with Dietary Reference Intake 
indicators. The population studied included 145 school-age children and adolescents, 
of which 79% of their legal guardians had no formal occupation (referring to 
agriculture and handicrafts industries); average monthly income of 82% of the legal 
guardians were less than the standard level, 35% mothers of the investigated 
population received less than 3 years of school education. Analysis of the Body Mass 
Index and Height Indicator results of the population studied, demographic indicators 
of results indicated that 7.1% of children and 14.8% of adolescents showed weight 
and height defects. If the results were separated by gender, female children showed 
more height defect ratio. Compared with the recommended value of daily energy 
intake, approximately 72.6% of children and 63.9% of adolescents have energy intake 
deficiency. Analysis on these two groups showed that the intake of microelements 
such as iron, zinc, vitamin A and calcium are seriously in shortage. These findings 
suggest that the level of social and economic development as well as nutritional status 
is important factors that determine the level of children’s nutritional health. 

In the field evaluation methods for nutrition health level, for instance, Klein et al. 
(1997) reported the reality of urgently needed health care resources and intensive 
medical models for elder population in rural areas. A nutritional risk screening model 
suitable for the managed health care model targeting elder population in rural areas 
was also proposed in the research. The nutritional risk screening was achieved 
through the Geisinger Health Care System; the managed health care model was 
embedded in its individual remote diagnostics site, which made further screening and 
case management of malnourished populations possible. And the screening and 
intervention would be conducted at the clinic sties, which were selected based on the 
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integrated professional knowledge and resources provided by this research. A rational 
clinic case manager would be developed based on the personalized assessment and 
intervention programs. Research subjects completed the screening at the remote sites, 
and the medical records management and selection of nutritional status would be 
developed according to risk criteria. Tham et al. (2010) reported the evaluation 
method of integrated health service level in rural areas of Victoria region, Australia. 
The optimized combination of important parts of the successful basic medical 
insurance and the target health services and health status indicators was used to 
establish a conceptual evaluation system. The promotion of this kind of service in 
Victoria region indicated that there was not enough evidence to prove that this system 
ran better in rural areas. Although the health service model might have minor 
differences due to geographical, environmental and other factors, there was evidence 
to suggest that the health service model could be sustainable be able to feedback and 
could meet the local medical standards. This evaluation system could provide 
guidance for evaluation of future health services and provide new ideas for research 
of health services’ influences on the community and residents. 

2.2 Research Status in China 

Nutrition and health condition of the population are indicators that could reflect the 
economic and social development, health care level and population quality of a 
country or region. Good nutrition and health status are both the foundation of social 
and economic development and the important social and economic development 
goals. However, many regularity things still needed to be explore in the academic 
research of nutrition and health levels of key groups in rural areas, in practice, there 
are still many problems to be solved. To study the development law of nutrition and 
health levels of key groups in rural areas, its system and structure shall be firstly 
clarified, including the composition of the various elements within the system and 
their corresponding functions. The introduction and presentation of related concepts 
concerning nutrition and health levels of key groups in rural areas are the basis and 
premise for the research of its evaluation and classification. 

In China, according to the level of social development, nutrition and health 
research conducted by domestic scholars mainly focused on: analysis and assessment 
of health conditions of different population groups, analysis and assessment of 
nutritional conditions of different groups, economical analysis and assessment of 
trophic levels of different groups, economical analysis and assessment of health levels 
of different groups, as well as research on the specific nutrition evaluation of people 
in the hospital that already had health problems, application of information 
technology in health management of different population groups and application of 
information technology in the field of food safety. 

2.2.1   Analysis and Assessment of Health Conditions of Different Population 
Groups 

Based on the analysis and assessment of health conditions of different population 
groups, an indicator system on nutrition and health level of key rural population can 
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be proposed to build its comprehensive evaluation model, which is the Grey 
Clustering Evaluation Model for nutrition and health level of key rural population.  

Based on the WHO definition of health, conformed to the shift from biomedical 
model to organisms-psychological paradigm-social medicine model and the shift of 
health measurement from one-dimensional to multi-dimensional and with the 
introduction of “three elements” in health care, Yao Xuyi (2005) quantified the above 
elements to establish a three-dimensional mathematical model of integrated health 
evaluation, which could provide more intuitive, comprehensive, and accurate reflection 
of the true meaning of individuals or group health from the quantitative point of view, 
which made the realization of people’s desire in practice became possible. 

He Liping (2010) evaluated the health fairness of farmers in three counties in 
Yunnan Province with the application of range method, Gini coefficient, 
concentration index and Logistic regression; the results showed that if the impacts of 
only one factor was taken into consideration, the concentration index would 
applicable; but multivariate analysis should be used if impacts of more factors were to 
be considered.  

Based on disease surveillance and the NCMS information system, Wang Hongjuan 
(2012) established the evaluation index system and evaluation methods for health 
status of rural residents. The researcher conducted comprehensive evaluation of the 
health status of rural residents in Miji District with the application of the established 
evaluation methods for health status of rural residents, which filtered out the major 
public health problems influenced the health status of rural residents to provide 
scientific basis for decision-making of local government on the development of health 
services. Issues of exploration of how to share existing diseases and health monitoring 
system data and how to effectively apply the evaluation methods of health status of 
rural residents were also studied.  

Zhao Huashuo (2011) studied the grading evaluation of Quality of Live (QOL). 
Three kinds of multivariate statistical analysis methods (principal component analysis 
(PCA), cluster analysis, discriminant analysis) were used to conduct grading 
evaluation on QOL data. The results classified the QOL of 209 elderly people into 3 
grades of good, medium and poor; the percentage of each grade was 45.93%, 33.02% 
and 21.05% respectively. The conclusion was that the comprehensive application of a 
variety of multivariate statistical methods can successfully solve the problem of 
grading evaluation of Quality of Live (QOL). 

Liu Tanghong (2010) found the best way to evaluate the comprehensive health 
status through the assessment of the health status of rural residents in Dongying. The 
understanding of the multi-dimensional health status and comprehensive health status 
of rural residents in Dongying provided basis for the formulation of various policies 
concerning the improvement of health level of rural residents and thus could 
effectively improve the comprehensive health status of rural residents. A combination 
of quantitative and qualitative research methods was used in the research: in the 
quantitative study, survey respondents were randomly selected through stratified 
cluster; household survey were completed by face to face interviews; in qualitative 
research, health assessment and recommendations from experts were obtained 
through group discussion and the statistical analysis of the collected data was 
conducted with the application of SPSS16.0 software. 
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Hu Yong (2007) described the current status of the overall health of farmers in 
China from three dimensions, namely: health outcomes, health care utilization and 
availability, health financing and health insurance and analyzed the major influence 
factors from the perspective of sociology of health and illnesses, including the public 
health environmental degradation in rural areas, laggard health concepts of farmers, 
weak theoretical basis for health promotion of farmers, constraints of dualistic urban-
rural social and economic structure, the coexist “absence” and “overdone” of the 
government functions. 

Ma Xiaorong (2010) believed that the empirical research results of the health needs 
of rural residents showed that: age and health service prices and had significant 
negative effects on health; but education level and household income per capita had 
significant positive effects on health; self-rated health evaluation of employed rural 
residents was better than that of unemployed urban residents; QOL indicators of rural 
residents in marriage were higher than that of the unmarried, divorced or widowed 
residents. In general, as a health measurement method, regression results of self-rated 
health evaluation fitted the predictions of Grossman Model better than the regression 
results of the QOL indicators.  

Nie CuiFang (2007) used the random cluster sampling method to select 1661 
elderly person over 45 years old from Lacey City as the research object to conduct 
physical examination, including measurement of height, weight, waist circumference 
(WC), hip circumference (HC), blood pressure, blood glucose and hemoglobin, etc. 
and calculated the body mass index (BMI), waist-hip ratio (WHR), waist / height ratio 
(WHtR) and other indicators. Correlation analysis was conducted to understand the 
nutrition-related diseases situation among middle age and elderly population in rural 
areas of Lacey City. The studies showed that the prevalence of nutrition-related 
diseases among the elderly population in rural areas remains high. Nutrition and 
health education could reduce the prevalence of some nutrition-related diseases of the 
elderly population in rural areas, but chronic disease control was a long-term process. 
It was recommended that regular and continuous health education for the elderly in 
rural areas should be conducted. 

Gao Hong (2011) reviewed that analysis method had been established on personal 
health evaluation swarms for Chinese people. Suggestions and opinions of experts on 
the content arrangement and index selection of the personal health evaluation index 
for Chinese were collected through Delphi method using questionnaires. A personal 
health evaluation index system for Chinese was established after analysis and 
summarization. Then the normal distribution method and percentile method were used 
to define the medical reference range of physical, psychological, social, medical and 
behavioral health dimensions of Chinese people. In the end, the reliability and validity 
of the index system were tested by the application of questionnaire. 

2.2.2   Analysis and Assessment of Nutritional Conditions of Different Groups 
To establish an assessment method for the evaluation of nutritional and health 
conditions of key groups in rural areas, a set of food accessibility –based nutritional 
level indicators and a set of health condition indicators under the environmental stress 
conditions shall be defined. Through questionnaire design, representative sample 
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selection; with the application of combination of field research and literature analysis, 
this research was able to acquire measured data of nutritional and health conditions of 
key groups in rural areas. Gray cluster theory was used in the data analysis and  
the interaction between the two sets of indicators mechanisms was discussed in the 
research. This research also constructed the comprehensive evaluation model for  
the nutritional and health conditions of key groups in rural areas, which was also 
modified according to the rural development in China to establish the evaluation 
methods for the nutritional and health conditions of key groups in rural areas.  

Through the investigation of health literacy of residents in Hubei Province, Hu 
Xiaoyun (2009) analyzed the influencing factors on health literacy of residents and 
how these factors in turn impacted the health conditions of the residents. She assessed 
health literacy of individuals and groups by selecting individuals and groups with 
lower health literacy as the subjects. Her research provided tools for the evaluation 
and assessment of the effects and achievements of health promotion/education works 
or projects and further provided reference for the promotion of health literacy 
monitoring; for the setting of health promotion and health education related strategies 
and standards. This research was the first relatively comprehensive description and 
analysis of the health literacy of residents in Hubei Province. It used the SEM model 
to build up the relations between the basic information, health literacy and health 
conditions of the residents and conducted quantitative analysis of the relations to 
provide reference for the decision-making in residents’ health literacy improvement.  

Li Jing (2009) carried out a nutrition intervention study about the rural 
communities in Tianjin from November 2007 to January 2009. The result indicated 
that rural residents’ knowledge in terms of nutrition and other health knowledge had 
been significantly improved and their attitudes also greatly changed after the 
intervention, but the changes concerning diet and living habits were not significant. 
Intake of vegetables and fruits was increased in rural residents since they begun to 
establish a sense of eating fruits and vegetables. 

Xiong Guohong (2009) developed and designed a professional health advice 
website based on nutrition counseling called “My health, My say”. With its wide 
application in community service, people’s nutritional awareness had been improved 
and nutrition knowledge was universally popularized.  

Research result of Rao Jianjun (2009) suggested that a significant number of the 
rural elderly people were in a dangerous state of malnutrition with the coexisting of 
weight loss and overweight problems. Therefore, nutrition and health issue was a 
problem existing and needing to be handled among rural elderly people. The overall 
nutritional status of the elderly people in rural areas of Tongzhou District was higher 
than that of two other areas in the country (Anhui and Jiangsu Nantong) but lower 
than the level of elderly people living in urban communities in Wuhan and Shanghai. 
Among the surveyed elderly people, population with malnutrition accounted for a 
small proportion (7.6%), but population at risk of malnutrition is relatively high, 
accounting for 45.7%. Relatively large differences existed between individuals in 
terms of nutritional status. Appropriate care and interventions should be taken by 
relevant agencies according to the major influencing factors of the nutritional status 
and the specific circumstances of different groups towards the elderly.  
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Li Jing (2011) conducted primary exploration on nutritional intervention and 
provided reasonable proposals through her investigation of collective meal quality of 
children in urban areas of Lanzhou City; her physical testing and determination of 
mineral elements and her assessment of their nutrition and growth conditions, 
including: 1. dietary and nutritional status: method of continuous 5 days weighing was 
used in this survey and the evaluation of the results referred to the Diet Guidance for 
Chinese People and Chinese DRIS; 2. the growth and development status: the 
evaluation of physical development was done through the tests of height and weight; 
the recommended height and weight provided by World Health Organization (W110, 
2006) were used as the reference standard, weight for age Z score (WAZ), height for 
age Z score (HAZ) and weight for height Z score (WHZ) of each child were 
calculated for the evaluation of their growth and development; integrated growth 
retardation, low birth weight and weight loss were the three indicators used in 
malnutrition evaluation; three, minerals determination: fingertip peripheral blood of 
children were acquired and analyzed with the use of atomic absorption spectrometry 
to determine the levels of calcium, iron and zinc. 

2.2.3   Research on the Specific Nutrition Evaluation of People in the Hospital 
That Already Had Health Problems 

Wu Kun’s (2005) definition of the original meaning of the nutrition was “to seek 
health”, which referred to the process of intake, digestion, absorption and utilization 
of nutrients in food to meet the body’s physiological needs of human body. That 
proper nutrition meant through a scientific cooking process, reasonable diet could 
provide sufficient energy a variety of nutrients to the body and maintain a balance 
between the various nutrients to meet the body’s normal physiological needs and to 
maintain the healthy nutrition in human body. 

Xu Shiwei (2008) believed that development of modern agricultural aiming at 
nutrition and health improvement involved a wide range of research work. Research 
of agriculture as the foundation of scientific research should be strengthened, such as 
research on the “high-yield, high-quality, high-efficiency, ecological and safe” 
agricultural production theory and technology; research on the collaborative 
development of production and environment approach and study of the impacts of 
agricultural investment on food quality and safety and its reduction ways. Currently, 
research on the food safety risk assessment theory and method should be 
strengthened; the stimulation system of plant food quality and safety risks assessment 
should be established; the ancient analog systems of animal food quality and safety 
risks assessment should be established; processed food quality and safety risk 
assessment system taken animal and plant agricultural products as raw materials 
should be established; quality and safety of analog systems of food from farm to fork 
shall be established; interdisciplinary integrated research should be deepened to 
provide a scientific basis for the food quality and safety risk assessment and early 
warning. Research on agricultural early warning should be strengthened at the same 
time reduce agricultural production risks and promote the healthy development of 
modern agriculture. 
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2.2.4   Applications of Information Technology in the Field of Nutrition and 
Health Education 

Currently, in many rural areas, nutrition and health information took on the one-way 
propagation, which was confined to merely pass information to the farmers and failed 
to timely feedback the needs of farmers and various customer-tailored information 
services were relatively weak. Meanwhile, the farmers’ needs for nutrition and health 
information became more widely, but the existing services lacked of pertinence and 
thus failed to meet the huge needs of the farmer groups for finer and real information 
more suitable to local needs, thus the problem of dispersed nutrition and health 
information failed to match with the needs of farmers occurred. In addition, nutrition 
and health information provided lack of time-validity, mainly showed by the weak 
ability in the collection, analysis, processing and dissemination nutrition and health 
information and the updates of website content were slow, including too much 
outdated information and inadequate up-to-date information. 

Zhu Xiumin (2009) believed that modern information technology provided a 
framework for modernization model of the nutrition and health education. Its 
conception was based on the thought of taking computer as the basis and carrier of the 
transmission of digital contents of nutrition and health education; the “networked” 
and “intelligent” information technology was taken as the driving power for the 
efficient storage and transmission of education contents in the carriers. 
“Digitalization” was the opportunity that triggered IT revolution for its realization. 
Text, graphics, images, sounds, videos, animations and other teaching content 
elements can be input into the computer in a certain number format, so as to achieve 
the purposes of using computer for storage and transmission. Popularization of 
internet facilitated the IT take-off and broadened the spreading time of information 
technology. “Intelligentized” multimedia, hypermedia and artificial intelligence, etc. 
could improve the performances of nutrition and health education software. 

Information resources construction is the foundation and guarantee for the nutrition 
and health status of key groups in rural areas. Information resources and energy 
resources, material resources together constitute the three pillars of resources of the 
modern socio-economic and technological development, which plays an important role 
in all aspects of social development. Database construction of nutrition and health 
information resource is the major form for the large-scale, high-efficiency development 
and utilization of information resources in rural areas. After processing, handling and 
ordering, these information resources could be massive accumulated to form the 
formatting information resource database, which can easily store, retrieve, transmit, 
publish and share information with the application of modern information technology. 

2.2.5   Applications of Information Technology in the Food Industry 
Fang Hai (2006) believed that in order to maximize the control of China’s food safety 
incidents, the using modern information in food safety management was imperative. 
In terms of construction of the food safety expert advisory system and the perfection 
of the database system, the expert consultation work should be normalized and 
institutionalized. Development of expert system, database, knowledge base and rule 
base, etc. that would be used in a variety of food safety-related aspects should be 
included to substitute for the relevant experts in providing technical guidance. 
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Liu Zhen (2008) introduced food safety systems in the United States, European 
Union, Japan and other developed countries; summed up food safety problems 
currently existing in China; discussed and analyzed these various issues. Combined 
with foreign management experiences and the actual conditions in China, based on 
the IS09001, HACCP system and GAP, SSOP norms, he focused on the research of 
food traceability system; analyzed the difficulties existed and put forward prospects 
based on the principles of this system. 

Based on the introduction of relevant theories of database systems, food 
consumption and dietary balance, Su Yanyan (2007) explained the transformation 
basis and methods of food consumption and nutrients and described the sources of 
essential data in detail. The research introduced the requirements analysis, data table 
structure design choice of development environment and data processing instructions 
and other system design related works of the system and made a detailed description 
of how to create a database and how to achieve the functions of the system through 
code design. The research also designed the application system of the database for the 
conversion between food consumption and nutrient of Chinese residents, which 
solved the problem and difficulty lied in the conversion between food consumption 
and nutrient over the years and also provided a possible way to the offer 
comprehensive, continuous dietary intake data.  

With the Hospital Information System (HIS) as the basis and the smart card 
reservation system as the backbone, Zhao Hesong (2007) achieved the comprehensive 
information management of nutritious diet center. This integrated hospital nutritional 
and dietary management information system integrated the functions of reservation 
management, nutrient management and inventory management and it was able to 
share information with the HIS system. The introduction of information technology 
into the present nutritional and dietary safeguard works greatly reduced the manual 
errors and improved work efficiency through the application of automatically 
customized recipes and enhanced ordering data examination and verification, which 
was also greatly improved implementation rate of diet therapy and thus made the 
dietary treatment security of the PLA General Hospital reached domestic advanced 
level. 

2.2.6   Application of Information Technology in Health Management of 
Different Population Groups 

The information era brought new opportunities for the nutrition and health research of 
the key groups in rural areas since the information science provided modern theory 
and methods for the development of nutrition and health level of the key groups in 
rural areas while the information technology provided more advanced and powerful 
research tools for the decision-making concerning the nutrition and health level of the 
key groups in rural areas. The establishment of the online evaluation system of the 
nutrition and health level of the key  groups in rural areas would provide strong 
support for the improvement of the nutrition and health level of the key groups in 
rural areas. 

Combined with the health needs of the elderly population, Xu Xiangyi (2009) 
designed and implemented an all round elderly health management system that 



www.manaraa.com

 Importance of Information Systems in the Evaluation and Research 125 

covered four aspects, including: management of personal health information, health 
assessment, preventive health checks and health knowledge consultation.  

Taken the traditional Chinese medicine theory as the core of the clinical actual 
needs center of Guangzhou Hospital of Traditional Chinese medicines, Chen Xiao 
(2010) made specific and detailed design plan of the construction of the system based 
on the analysis of the detailed needs. Through the jointly work with software 
development company, the advanced three-tier B / S architecture Microsoft.net 
development tools were combined with large databases to achieve the research and 
development of computerized health management system software with Chinese 
characteristics and the successfully trial application of the system in clinical practices.    

Through the usage of software engineering methods, Ji Yu (2008) developed 
“health management system for cadre population in armed forces” to provide an 
information platform for the good health management of the cadre population in 
armed forces. Used the software as the electronic platform, 6 months of health 
management services were provided for 209 armed police cadres at their posts. The 
effects evaluation of the services was conducted from the aspects of relevance, 
feasibility, appropriateness, effectiveness, efficiency, impacts and sustainability. 

The theory of system interpretative structure model (ISM) was used to analyze the 
elements that influenced the key groups in rural areas and the ISM method was used 
to build its multi-layered structure. The results would show that the factors that had 
profound impacts on the entire health and nutrition level of key groups in rural areas 
were a number of factors; the factors that had medium impacts were also a number of 
factors and the factors that had surface impacts were a number of factors, which 
indicated that the current development of information technology in rural areas was 
closely related to the factors that had profound impacts. Those factors were the key 
factors in the improvement of health and nutrition level of key groups in rural areas, 
which were also the most crucial and nuclear factors that would have far-reaching 
influences. 
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We should search and induce relavant document of the evaluation of nutrition and 
health of focus groups in china’s rural areas. Pose out the relavant questions and 
research significance of the research. Definition of health level and index analysis of 
research contents should be clarified. Then do the questionnaire survey in typical 
areas and several kinds of typical population. Evaluate nutrition and health of focus 
groups in china’s rural areas based on the different evaluation model such as analytic 
hierarchy process, interpretative structure modeling of influence factors, grey cluster 
evaluation model. Especially study on the optimization of grey cluster evaluation 
model and analytic hierarchy process. Combined to the Interpretative structure model, 
the evaluation system of nutrition and health of focus groups in rural areas will be 
realized. At last, summarize the research findings and propose policy 
recommendations of the evaluation of nutrition and health of focus groups in china’s 
rural areas. 

3 Conclusions 

Based on current studies worldwide, it was obvious that nutrition and health are taken 
as an holistic object to conduct systematic researched from the disciplinary 
perspective, while the domestic researchers still take nutrition and health as two 
separate objects and the scientific and rational link between the nutrition and health 
for the key groups in rural areas had not been established yet. Thus, by means of 
modern information technology, the investigation on the health and nutritional needs 
of the key groups included women, children, the elderly, the disabled and the 
mentally ill in China’s rural areas should be carried out as soon as possible. It will be 
beneficial to obtain basic data for the construction of evaluation models and methods. 
Then combining the the evaluation methods of nutrition and health and the practical 
research results to analyze the factors affecting nutrition and health level of key group 
in vast rural area. 

Information system can play an important role in monitoring nutrition and health 
situation of key group in rural areas. This would greatly push forward the further 
strengthen of the prevention and control of major diseases, the improvement of 
medical and health services, the strengthen of food security and reducing regional 
differences in development levels in rural areas in China. It can also provide strong 
theoretical foundations and advanced technical supports. Related research would have 
practical significance in the promotion of rural economic and social development and 
improving  the nutritional and health levels of whole chinese population. 
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Abstract. Pavement distress, the various defects such as holes and cracks, 
represent a significant engineering and economic concern. This paper based on 
Beamlet algorithm using MATLAB software to process the pavement crack 
images and classify the different cracks into four types: horizontal, vertical, 
alligator, and block types. Experiment results show that the proposed method can 
effectively detect and classify of the pavement cracks with a high success rate, in 
which transverse crack and longitudinal crack detection rate reach to 100%, and 
alligator crack and block crack reach more than 85%. 

Keywords: Pavement Crack, Beamlet Algorithm, Classification, Transform. 

1 Introduction 

Pavement distress, the various defects such as cracks illustrated in Fig.1, represent a 
significant engineering and economic concern. Pavement crack image classification is 
important in an automated pavement inspection system, because it can provide critical 
information for pavement maintenance. 

There has been a significant amount of research during the last two decades in 
developing image processing algorithm for pavement crack inspection. Chou et al [1]. 
approached the problem of pavement crack classification by using moment invariant 
and neural networks. After preprocessing and thresholding into binary images, they 
calculated Hu, Bamieh, and Zemike moments. Teomete et al [2]. proposed histogram 
projection to identify cracks within a cropped image. While focused on the severity of 
cracks, crack classification, was not performed. Moreover, the system cannot detect 
multiple cracks within an image.In a paper by Bray [3], cracks is performed using a 
neural network while classification is performed by another neural network. The 
proposed algorithm has not been tested on real images. Cheng et al [4]. described a 
neural network based thresholding method to segment and classify pavement images 
that can be implemented in real time. Tsai et al [5]. presented a critical assessment of 
various segmentation algorithms for pavement distress detection and classification. 
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Alligator               Block 

  
Longitudinal            Transverse 

Fig. 1. Types of pavement cracks 

2 Beamlet Alogrithm 

2.1 Beamlet Dictionary 

The beamlet transform is performed in the dynamically partitioned squares of an image. 
Images are viewed as the continuum square [0, 1]2 and the pixels as an array of 1/n by 
1/n squares arranged in a grid in [0, 1]2. The collection of beamlets is a multiscale 
collection of line segments occurring at a full range of orientations, positions, and 
scales[6], as illustrated in Fig.2.  

2.2 Beamlet Transform 

The beamlet transform is defined as the collection of line integrals along the set of all 

beamlets. Let ),( 21 xxf  be a continuous function on 2-D space, where 1x and 2x  

are coordinates. The beamlet transform fT of function f is defined as follows: 

= bf dllxfbT ,))(()(   EBb∈                        (1) 

Where EB  is the collection of all beamlets.   
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Fig. 2. Four beamlets, at various scales, locations, and orientations 

 
For a digital image, the beamlet transform is a measure of the line integral in the 

discrete domain. As Fig.3 shows, the beamlet transform for all the points along the 
beamlet b is defined as, 

   ( )2121 ,),(
2,1

2,1

2,1
xxfxxf ii

ii
ii Φ=                     (2) 

 

 

Fig. 3. Beamlet transform as a weighted sum of pixel values along the s headed line 
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Where 
2,1 iif is the gray level value of pixel ( 1i , 2i ) and ( )21,2,1

xxiiΦ  is considered to 

be the weight function for each pixel. There are a variety of ways to choose 

( )21,2,1
xxiiΦ , and in this paper we use average interpolation function. 

If ),( 21 xxp represent [ ni /1 , ni /)1( 1 + ]×[ ni /2 , ni /)1( 2+ ], choose 

function 
2,1 iiΦ fulfill the equation: 

( )
( )

2,12,1
21

2121,

2 , iiiixxP
dxdxxxn δ=Φ                     (3) 

2.3 Algorithm Flow 

According to the characteristics of pavement crack images, the images can be 
identifying based on Beamlet transform, the basic process is shown in Fig.4. 

Images Estimate ε r
and set T

Beamlet
transform

Redraw the
image

Generate
Beamlet

dictionary Beamlet unitJudgeInput scale J

 

Fig. 4. Algorithm Flowchart 

3 Classification Standard 

The experimental images used in this article were collected on cement road and asphalt 
road of campus. Under normal circumstances, the pavement crack images have linear 
characteristic and contain a large number of environmental noise which are not 
continuous, so that the method based on conventional pixel processing is difficult to 
detect and classify the crack. Beamlet algorithm has a good robustness because of its 
line detection, and was suit for crack detection and classification algorithm. 

Pavement crack Images during the extraction process can be easily measured by the 
projection of the crack on the horizontal and vertical directions. Based on the number of 
branches and the angle of the horizontal direction, the crack can be divided into four 
types: longitudinal crack, transverse crack, alligator crack and block crack (Table 1). 
The crack angle is calculated from the start to the end of each crack. If there is a branch 
exists, the crack deemed as block crack, regardless of the angle of the crack. For each 
cell block of a crack image, the largest value of Beamlet transform is defined as block 
cracks length, and the total length of the cracks is the sum of all the blocks along the 
crack. 
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Table 1. The Characteristics of Different Types of Cracks 

Crack types Crack angle Ω Branch 

Longitudinal  Ω≥60° no 

Transverse  Ω≤30° no 

Alligator 60°>Ω>30° no 

Block - yes 

4 Experiment and Discuss 

According to the Algorithm flow (fig.4), pavement crack image was processed through 
image improvement, image enhancement, thresholding, binarization denoising 
processing and beamlet transform, and the results obtained as shown below. The 
following figures show the results of the different types of pavement crack image after 
Beamlet algorithm processing.  

 

  

          Original image     Binary image enhanced and threshold 

 

Beamlet transform processing image 

Fig. 5. Transverse Crack 

Table 2. Transverse Cracks Category  

Number Crack  
angle Ω 

Branch Crack 
length 

Crack types 

1 21° yes 18.25 Transv-erse 

2 6° yes 179.31 Transv-erse 
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Note that Fig.5 comprises with two transverse cracks, one long and one short. 
Original crack image was processed through image enhancement, thresholding and 
beamlet transform, and obtained a good denoising result. The crack information in the 
original image retained very well, and can be effectively distinction between two types 
of cracks. 

 

  

           Original image   Binary image enhanced and threshold 

 

Beamlet transform processing image 

Fig. 6. Alligator 

Table 3. Alligator Classification 

Number Crack angle Ω Branch Crack length Crack types 

1 - 4 448 Alligator 

 
Fig.6 is alligator crack, in which have four branches. According to the presence or 

absence of the branch, original image can be easily determined as alligator crack. And it 
can be seen that the method is not susceptible to noise interference, and able to detect 
the real weak edge. 

There was a horizontal crack and a vertical crack in Fig.7. The crack angle  
of Number 1 is 9°, which is less than 30°, is judged to be transverse cracks. And the 
crack angle of Number 2 is 67°, which is more than 60°, is judged to be longitudinal 
cracks. 
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              Original image     Binary image enhanced and threshold 

 
Beamlet transform processing image 

Fig. 7. Transverse Crack and Longitudinal Crack 

Table 4. Transverse Crack and Longitudinal Crack Classification 

Number Crack angle Ω Branch Crack length Crack types 

1 9° No 154.26 Transve-rse 

2 67° No 53.09 Longitu-dinal 

 

  

              Original image     Binary image enhanced and threshold 

 

Beamlet transform processing image 

Fig. 8. Longitudinal Crack 
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Table 5. Longitudinal Crack Classification 

Number Crack  
angle Ω Branch Crack  

length 
Crack  
types 

1 71° No 126.39 Longitu-dinal 

 
Fig. 8 only has one longitudinal crack after image processing. The noise in Original 

image has removed very well, and obtained a clear crack edge. To test the success rate 
of the proposed beamlet algorithm, a group of 80 pavement images with different types 
of cracks is chosen for the experiment. Table 6 presents the statistical results of crack 
classification. The success rate is calculated by dividing the number of the correctly 
classified cracks over the total number of cracks chosen. Thus the success rate of the 
block cracks classification is 90%. From the table it can be seen that the single cracks 
are easier to classify than the alligator or block cracks. 

The results of the experiment show that: Beamlet algorithm can smoothly classify 
pavement crack images into longitudinal, horizontal, block and Alligator with a good 
classification results. 

Table 6. Success Rate of Crack Classification 

Cracks Number Longitudinal Transverse Alligator Block 

Longitudinal 20 20    

Transverse 20  20   

Alligator 20 1 2 17  

Block 20   1 19 

Success rate  100％ 100％ 85% 95％ 

5 Conclusion 

This paper presents a Beamlet transform-based technique to classify the pavement 
crack images into four types: horizontal, vertical, alligator, and block types. 
Experiment results demonstrated that the proposed method is very effective with the 
presence of noise in pavement images. It can be applied on noisy pavement images and 
classify different types of cracks with a high rate of detection and very low rate of false 
detection. However, since the Beamlet transform is used to extract linear features, it 
cannot be used to detect the defects with large area, such as pot holes. In addition more 
extensive testing is needed to make the algorithm more practical to detect other types of 
cracks. And the proposed method is capable of finding the length of the cracks but not 
its width. 
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Abstract. Soil fertility is the comprehensive reflection of related factors and the 
related factors. Soil fertility evaluation knowledge is stored by relational 
database as usually, and it is difficult to show the correlation and constraints 
among attributes .In this paper, Nongan county farmland productivity data is as 
the research object, Using rough set approach to do attribute reduction, using 
ontology method to establish the soil fertility level knowledge base, using multi 
Agent technology to implement the prototype system, and complete the reuse and 
sharing of knowledge, lay the foundation for semantic level reasoning. 

Keywords: data mining, ontology, soil fertility, multi-Agent. 

1 Introduction 

The cultivated land fertility is integrated by soil characteristics, natural conditions and 
farm management and other elements of the productive capacity of cultivated land, is 
the comprehensive reflection of related factors and the influence of the nature of the 
soil properties [1-3]. In soil fertility evaluation, the description of the knowledge and 
rules is mostly used relational database. And is less considering the relationship among 
properties of the soil, and there are no sound constraints on attributes, Can't describe the 
implicit relationships between concepts, Cannot carry out the sharing and reuse of the 
data, cause a large amount of data redundancy. Rough set can reduce the redundant 
attribute in database under the premise of guarantee the same classification and 
decision, simplify the knowledge representation, and improve the efficiency of system 
processing [4]. Ontology is a new method of data description, Can be a clear 
description of concept in concept level, and expression association and constraints 
between concepts [5]. 

In this paper, on the basis of the research of data mining and ontology technology, 
the cultivated land of NongAn of Jilin province is as the research object, make 
extraction and classification of the knowledge in the field, use of ontology technology 
for knowledge representation, Construct of soil fertility of ontology library, and realize 
knowledge sharing using Multi-agent Technology, present a new method for data 
storage. 
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2 The Research Data and Related Technologies  

2.1 The Data Source  

The data this paper used is from the cultivated land fertility survey data, the NongAn 
(2006), offers by agricultural technology extension center of NongAn. The data 
includes 25 attributes, such as soil humidity, groundwater depth, light radiation 
intensity, soil irrigation capacity, annual rainfall, soil drought resistance and soil 
erosion degree, soil texture, crop rotation suitability, topography, soil parent material, 
part into layer thickness, salt concentration, humus soil pH value, effective copper, 
iron, effective slowly available k, effective k, effective fierce, total nitrogen, 
phosphorus, organic matter and cationic content, effective zinc and productivity grade. 
Some data are shown in table 1.  

Table 1. Some fertility data  

ground 

water 

depth 

soil 

irrigation 

capacity 

annual 

rainfall 

soil 

drought 

resistance 

soil 

texture 

soil 

parent 

materia 

part into 

layer 

thickness 

salt 

concen- 

tration 

pH 

value 

effective 

copper 

effective 

iron 

3-5m no 400-450mm strong 

Light 

clay 

alluvial 

10-20cm <0.1 6.6 1.25 8.72 

<3m 

strong 

400-450mm 

strong Light 

clay 

alluvial 10-20cm 

>0.1 6.7 1.26 8.47 

3-5m strong >450mm strong loam alluvial 10-20cm <0.1 6.7 1.39 4.70 

3-5m 

strong 

400-450mm 

strong sandy 

loam 

alluvial 10-20cm <0.1 

6.5 1.21 9.45 

<3m 

strong 

400-450mm 

strong sandy 

loam 

alluvial 10-20cm <0.1 

6.7 1.27 9.71 

5-8m no 400-450mm weak 

sandy 

loam loess  0-10cm 

<0.1 

6.6 1.20 8.30 

3-5m no 400-450mm weak 

sandy 

loam diluvial 20-30cm 

<0.1 

6.6 1.30 8.50 

<3m 

strong 

400-450mm 

strong sandy 

loam 

alluvial 10-20cm 

>0.1 6.7 1.28 8.48 

<3m 

strong 

400-450mm 

strong sandy 

loam 

alluvial 10-20cm 

>0.1 6.7 1.30 0.10 

3-5m no 400-450mm 

strong sandy 

loam 

alluvial 10-20cm <0.1 

6.6 1.27 8.28 
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2.2 The Rough Set Theory 

The rough set (RS) theory is a new mathematical tool which can process fuzzy and 
uncertainty knowledge, its characteristic is that it does not need to assign quantity 
descriptions of some characteristics and attributes in advance, starts from the 
description of given problems, discovers the inherent laws, its basic philosophy is 
closer to the realistic situation[6]. 

The basic philosophy of is rough set is that S=(U, A,{Va}, a) is called the knowledge 
expression system, and U is a non-spatial finite set，called the universe ; A is a 
non-spatial finite set, called attributes set; Va is the range of a∈A , a:U→Va is a 
injective maps. If A composes of condition attribute set C and conclusion attribute set 
D, C and D satisfy C∪D=A，C∩D＝Φ, then S is called the decision system. 

In a decision system, the dependence or the connection are existence in certain 
degrees between each condition attribute, the reduce may be considered that under the 
premise of losing no information ,using simple description to express the dependence 
and connection between conclusion attributes to condition attributes in a decision 
system(Z.Pawlak ， 1995). Indiscernibility relation ind(C) divide U into t 
indiscernibility classes X1，X2，…，Xt, makes D(Xi) is a set of All values of 
conclusion attribute d of Xi, that is D(Xi)={v=d(x):x∈Xi}, if D( ［ Xi ］
ind(C-{a}))=D(Xi)， then said that the condition attribute a∈C can be removed 

compared with indiscernibility classes Xi. C′⊆C is called  the reduce of  C relative to 
indiscernibility classes Xi , if a∈C ', then a cannot be  removed relative to Xi.All 
reduce sets compared with Xi is recorded SRED(C, Xi), Score(C，Xi)=∩SRED(C，
Xi) is called core of Xi. 

2.3 The Ontology  

The concept of ontology is from the field of philosophy. In the 1960 s, computers 
started to use ontology. At present, the definition of ontology is a shared standard 
conceptual model explicit formal specification[7]. 

As to how to use ontology to organize knowledge, Perez et al. summed up the 5 basic 
modeling primitives using classification: class, relation, function, the axiom and 
examples. 

(1) classes or Concepts. Classes can be any transaction, such as job, function, behavior, 
strategies, and reasoning process, and so on. Semantically, the meaning of class is a 
collection of objects, Its definition generally adopts frame structure, including the name 
of a concept, with the rest of the concept of the relationship between the collections, as 
well as in natural language description of the concept, etc.  
(2) relations. Formal definitions for the n dimension of a subset of the Cartesian 
product: R：C1×C2×…×Cn. For example, the subclass relationship (subclass-of), 
which represents the interaction between domain concepts.  
(3) functions. Function is a kind of special relationship. The formal definition of F is 
C1×C2×…×Cn-1→Cn .The n element can be uniquely determined by n-1 elements 
before of the relationship, such as is-a is a function, is-a (m, n) means that n is an 
instance of m. 
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(4) axioms. Axiom represents the eternal truth assert, is defined in the "concept" and 
"property" on the limit and rules, such as the concept of A belongs to the scope of the 
concept of B. 
(5) the instance (instances). Instances represent elements. Semantically representation 
is the object, is a concrete entity refers to a concept class.  

3 Construction of Soil Fertility Ontology  

3.1 Attribute Reduction in Rough Set 

This paper uses the genetic algorithm for attribute reduction, the process is: (1) A 
randomly generated population. (2) Evaluation of the merits of each chromosome, then 
choose the excellent chromosome, format a new species. (3) Operators (crossover and 
mutation) to the new population genetic, then get new specie. (4) Repeat the genetic 
operation chose the best chromosomes as a solution [8].  

According to rough set theory, data set is divided into attribute set and decision set. 
Attribute set includes 24 attributes, those are soil humidity, groundwater depth, light 
radiation intensity, soil irrigation capacity, annual rainfall, soil drought resistance and 
soil erosion degree, soil texture, crop rotation suitability, topography, soil parent 
material, part into layer thickness, salt concentration, humus soil pH value, effective 
copper, iron, effective slowly available k, effective k, effective fierce, total nitrogen, 
phosphorus, organic matter and cationic content, effective zinc. Decision set contains 1 
attributes that is fertility level. 

Using genetic algorithms to do the reduction, attribute set contains soil humidity, 
groundwater depth, light radiation intensity, soil irrigation capacity, annual rainfall, 
soil drought resistance and soil erosion degree, soil texture, crop rotation suitability, 
topography, soil parent material, part into layer thickness, salt concentration, humus 
soil pH value, iron, effective slowly available k, effective k, total nitrogen, phosphorus, 
organic matter and cationic content, A total of 21 properties. Reduces 3 attributes 
including effective copper, effective fierce, effective zinc The decision set contains an 
attribute {soil fertility level}.  

3.2 Construct the Soil Ontology  

Using the seven step of ontology construction as the guidance, taking fertility 
evaluation based on the series of elements, Soil data based on the actual situation, 
according to the actual situation of the soil data, establishing the ontology classes and 
attributes. Soil ontology construction process is as follows:  

Define classes and class rating system: (1)to establish the section and physical and 
chemical properties of physical attributes of, ph value, soil moisture, salt concentration, 
humus layer thickness, soil texture, cationic content and groundwater depth; (2)The site 
conditions, including attribute of site topography, soil erosion degree and parts into soil 
organic; (3)Meteorological conditions of weather, contain attributes rainfall and light 
radiation intensity; (4)Establish the nutrient content of nutrient, contain attributes 
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effective iron, slowly available k, effective, total nitrogen, phosphorus, effective 
organic matter; (5) Establish the soil management class management, including 
attribute soil drought resistance, irrigation and crop rotation suitability; (6)Set up the 
soil, the soil as a kind of all kinds of the father; (7)Established the kind of equipment, 
including productivity grade attributes.  

Define a relationship class_is, used to determine a specific example belonging to 
which productivity grade, its domain of definition is soil, its range is class.  

The exact makeup of soil ontology is： 

Class soilclass { 
    Class physical （ ph ， moisture ， salinity ， humus ， textrue ， cation ，

groundwater) 
    Class site（position，erosion，material） 
    Class weather（rainfall，light） 
    Class nutrient（fe，slow k，k，n，p，om） 
    Class management（irrigation，drought，crop） 
    } 
Class class（attribute is soil_class） 
Class relations attribute：class_is 

The domain of definition of these attributes including pH，fe，slow k，k，n， 

p，om，cation is soil，and the range is int. The domain of definition of these 
attributes including moisture，groundwater，light，irrigation，rainfall，drought，
erosion， textrue，crop，position，material，humus，salinity, is soil，and the 
range is float.  The domain of definition of soil_class is class，and the range is int. 
Ontology construction result is shown in figure 1.  

 

Fig. 1. Ontology Construction 

4 Realization System Model 

Multi - Agent technology with the development of distributed artificial intelligence can 
effectively solve the problem of distributed data integration. This paper uses the Agent 
oriented software development method， designs and develops data integration and 
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exchange system for the soil fertility data. System development tools is VC++, it is 
used to achieve the Agent procedures for the preparation and encapsulation. The main 
function of Agent consists of information exploration of Agent, Agent, intelligent 
evaluation task decomposition and scheduling Agent, ontology evaluation Agent and 
ontology information processing Agent and Ontology learning Agent [9]. Using 
KQML as the message protocol Agent interaction, Enables Agent to exchange 
knowledge and information to other Agent and Agent running environment. System 
model is shown as figure 2.  

 
 

the soil fertility 
Ontology learning 

Agent 
Soil fertility ontology 

the soil fertility level evaluation system 

the knowledge base 

information exploration 

Agent 

The intelligent 

diagnosis Agent 

the Ontology evaluation 

Agent 

the Ontology information 

processing Agent  the decomposition of task 

scheduling Agent 

 

Fig. 2. System Model 

Soil fertility level evaluation process can be described as: User submitted data 
remotely through the client, after the system receives the data, the system preliminary 
analysis, using the evaluation model for data that is stored in advance，if no match is 
found in the model, then uses of ontology learning Agent, to study the corresponding 
evaluation model. Task scheduling of Agent will evaluate the task decomposition, Uses 
intelligent evaluation Agent call the evaluation module algorithm, then ontology 
evaluation evaluates the algorithm Agent, Or the ontology information processing 
Agent deals with the corresponding evaluation results. The final conclusion is reached, 
and the evaluation results will be output to the user. 
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5 Summary  

In this paper, we study the rough set theory and ontology technology, propose a new 
method to describe the soil fertility data, realize the sharing and reuse of heterogeneous 
system knowledge. Using rough set approach to attribute reduction of data, can remove 
redundant attribute data, reduced data set; Using ontology can make the concept in the 
field of pattern be understood more accurately, can more clearly express the 
relationships and rules among the concepts. In this paper, the application of multi 
Agent technology, realized the sharing of knowledge of soil fertility preliminary. 
Future research will combine the multi platform interoperability, in-depth development 
and establish standards ontology of the application domain, and further promote the 
knowledge sharing and information integration. 
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Abstract. During the double disc mower structural design process, static 
analysis is an extremely important field, not only decide to what the structure 
size is, but also for the subsequent fatigue analysis, providing the basis for the 
overall stability analysis. Now the traditional domestic design mainly based on 
the empirical design, which is resulted in Performance indicators lag behind of 
the mower, focusing on the performance of vibration is too large and the 
structure is irrational. Therefore, optimizing the structure of the mower to 
improve the vibration situation has important significance. Using SolidWorks 
software to build the three-dimensional solid model of the first mower 
driveline, and then import the model into ANSYS Workbench to establish the 
finite element analysis model, through the finite element and modal analysis of 
the results obtained the stress and strain distribution of the natural frequencies 
and mode shapes characteristic, providing an important basis for further design 
optimization of mower structure. 

Keywords: Double disc mower, Virtual Prototyping, Optimization design, 
Finite element analysis, ANSYS workbench. 

1 Introduction 

For a long time, due to the complexity of agricultural machinery work objects, there is 
a big difficulty during the process of the agricultural machinery design development, 
some theoretical analysis are complex, in addition, computation is intensive[1-3]. 
Traditional agricultural machinery product development process usually go through 
the prototype design, test, field test, improve the design, retrial and other steps, during 
the design development process, there are some fatal flaws, namely the high cost, 
long cycle, poorly designed, low precision relatively complex institutional analysis 
and synthesis problems, many mechanism parameters are depended on the designers’ 
experience, which is seriously hampered the improvement of the products quality. 
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During the modern machine design, optimal design of the mechanical structure is 
an indispensable part, it has a significant effect on the performance of the whole 
mechanical structure [4]. Traditional optimization design method is cumbersome and 
solving complex, accuracy is also difficult to meet the requirements. With the rapid 
development of the computer technology, a variety of simulation software capabilities 
matured and improved, and then the process of structural optimization is feasible, 
analysis results is visualized, to infuse a new strength into the mechanical optimizing 
design of the structural design. Using ANSYS workbench ANSYS Workbench to 
establish the finite element analysis model, which is an inevitable trend for the future 
of mechanical design optimization design to improve the structural optimization of 
efficiency and accuracy and shorten the production development cycles. 

2 Overall Program to Determine 

9YG-130 front mounted dual disc mower, is mainly used in cutting and laying grass 
strip operation, the machine design is reasonable, easy to operate, reliable, and stable 
performance et al, which is an ideal promotion models for farmers to use. 

9YG-130 dual disc mower is connected by tractor yoke1, the first stage drive 
system 2, transmission and manual clutch 3, mower frame 4, the cutting member 5, 
four-bar linkage 6, the lift cylinder 7 and the other components, as is shown in Fig.1. 
 

2 1 3

4

5

6 7

 
1. Tractor yoke 2.The first stage drive system 3. Transmission and manual clutch 4. Mower 

frame 5. The cutting member 6. Four bar linkage 7. Lift cylinder 

Fig. 1. 9YG-130 model double disc mower 

2.1 Create the Double Disc Mower Three-dimensional Model 

Founding accurate, and reliable compute model is one of the important steps for dual 
disc mower finite element analysis to apply the finite element method [5]. Because 
the modeling capabilities of three-dimensional ANSYS Workbench is weaken, Using 
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SolidWorks software to build the first stage drive system 3D solid model. To facilitate 
the analysis, under the premise of the results without prejudice aim at for the model 
simplify moderately. SolidWorks is applied more widely and used as a feature-based 
parametric 3D solid design software. Solid designers by stretching, rotating, shelling, 
wall thinning, arraying and punching achieve product dimensions and structural 
design. As is shown in Fig.2. 

 

 
Fig. 2. Double disc mower three-dimensional model 

According to the completed three dimensional parts model, using the design 
method of from bottom to top, the assembly of various components through 
constraints, cooperate relationship and order together, and finally the entire drive train 
components assemble the parts made use of 3D entity model. The final double disc 
mower the first level of the drive train assembly as is shown in Fig.3. 

 

Fig. 3. Double disc mower assembly model 

2.2 Importing the Three-dimensional Model 

ANSYS for CAD/CAE collaborative environment can be read directly into a variety 
of CAD software part model, and in its unified environment to achieve arbitrary 
model assembly and CAE analysis, by connecting technology and sharing with CAD 
software. In this study, using the current professional graphics software SolidWorks 
to build the first level and the tension wheel drive system of the dual disc mower 
three-dimensional model, and then assembled. Through the seamless connection of 
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the data between SolidWorks and workbench. Imported it into ANSYS Workbench, 
improving the efficiency of modeling, to prepare for finite element analysis. 

Firstly, gray iron material was determined as the model material [6], Elastic 
Modulus is E=113MPa, Tensile Strength is σ=270MPa, Density is ρ=7.25e3kg/m3, 
Poisson ratio is 0.25, load is applied to the model, after analysis, the load of drive 
bracket mainly from the ends of the two belt drive transmitted to the pressure bearing, 
drive bracket to establish the center of the Cartesian coordinate system, the calculated 
equivalent in contact with the bearing load is applied to the inner surface. 

Mesh Generation. Mesh Generation is the main work of finite element 
pretreatment, mesh quality and merits will have a considerable impact on the results, 
ANSYS Workbench meshing is more intelligent, there are a variety of control 
methods, this paper uses size control method to mesh Generation. In the division of 
the value set of smart sizing is 20mm for free meshing, divided into 45,249 units and 
75,462 nodes. Analysis mesh model as is shown in Fig.4. 

 

Fig. 4. Mesh generation model 

Impose Constraints. Then set at a fixed constraint on stand base four holes, bearing 
contact with the inner surface of is given a vertical downward pressure, and a belt 
drive pressure, and contrary to the overall stent carry on drive and the local stress and 
strain analysis.  

3 Results and Discussion 

By the computer automatic calculation of the optimal final result, meanwhile Design 
Explorer offers, included response surface contour, response curve, sensitivity, and 
histogram display, including a variety of results [7, 8]. As is shown in Fig.5, materials 
were made of gray iron castings, and while the production is small batch, the 
production cost is too high, the safety factor is too large, we can take use ordinary 
carbon steel of welded parts as an alternative, so as to reduce production costs. As is 
shown Fig.6, Fig.7, Fig.8, We can see from the figure, the stress and strain are less 
than the allowable stress and strain, the maximum stress is about 174.03MPa, these 
results reflect the relationship between different angles input parameters and output 
parameters. Laid the foundation for the subsequent topology optimization.  
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Fig. 5. Safety factor Fig. 6. Total strain and strain direction 

 

  
Fig. 7. Strain and stress Cloud images Fig. 8. Response surface Cloud images 

Modal analysis technology is used to determine the design organization or 
vibration properties of machine parts, they are the important parameters in the design 
of structure under dynamic load. 

 

 

 

Fig. 9. The first to sixth order natural frequency displacement contours 

Lawn mower drive bracket as an important component of dual disc mower, the 
strong vibration will cause the resonance of structures or fatigue, using ANSYS 
Workbench software for modal analysis, obtained the double disc mower 
characteristic of support the natural frequency and vibration mode of transmission, 
analyses the inherent frequency and vibration frequency displacement nephogram, As 
is shown Fig.9. 

Under the action of the external excitation of bending, torsional vibration, not only 
caused the fatigue damage of primary vertical shaft, but also affected the smoothness 
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of the overall transmission, we can see the natural frequency of the drive bracket is 
between 2369.5HZ and 463.83HZ to change, with the modes increase of the order of 
the natural frequency is also increased, the most of vibration is belongs to local 
vibration, local vibration mode illustrated its structure is low local stiffness, 
thickening the ligament may be appropriate to increase the structural stiffness and 
strength and make the structure change into the overall local vibration and improve 
the vibration characteristics of the drive bracket. 

4 Conclusions 

Results are shown that the development of virtual prototype technology creative the 
new theoretical analysis method, solved the multi-objective optimization request for 
multi-variable adjustment cannot be replaced by the physical prototype design means 
perfectly, using virtual design can significantly speed up the design progress, improve 
the quality of our product design for the subsequent design of agricultural machinery 
and provides a theoretical basis for vibration analysis. China's agricultural machinery 
design, due to the application of the finite element method and the development of 
experimental techniques have been gradually emerging from the rule of thumb 
approach. Structural optimization work in depth and more widespread, will further 
improve the design level of farm machinery, improved reliability and shorten the 
design cycle, so that guide the agricultural machinery design into a new phase. 
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Abstract. In order to solve the farmer’s agricultural production information’ 
acquisition problems with a 3G terminal, a 3G-terminial agricultural 
information service system method is proposed in the paper. With the advent of 
3G and WLAN technologies, the rural and urban areas in which 3G coverage is 
complemented by WLAN deployments is becoming available. The agricultural 
information services limited by network bandwidth and geography will be 
changed completely. In the paper, we will propose an architecture of the 3G-
terminial agricultural information service. First, we present the design and 
implement of the GAIS architecture for mobile multimedia information service. 
Then the agricultural content-based information services are described in detail. 
Finally, we present a prototype agricultural information service to show our 
experiment for the agricultural information service in a mobile information 
context. 

Keywords: 3G terminal, service design, agricultural information, push 
technology. 

1 Introduction 

With the urgent demand of agricultural information for farmers and quick 
development of telecommunication industry in china, the convenience, quickness and 
validity of agricultural information service are becoming more important [1]. The 
mobile phone has been described as the most likely modern digital device to support 
economic development in developing nations [5, 7]. Tapan presented CAM - a 
framework for developing and deploying mobile applications in the rural developing 
world. Supporting minimal, paper-based navigation, a simple scripted programming 
model and offline multimedia interaction, CAM is uniquely adapted to rural user, 
application and infrastructure constraints [3, 4]. The shortage of agri cultural 
information, poor telecommunication networks and uncoordinated information 
resources are crucial problems facing agricultural information sources in china. The 
3G technology will enable a wide range of services and applications in rural areas 
with support of multimedia and positioning, which will bring novel applications with 
high impact for the farmers. Combined with modern web and data management 
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technologies application in agricultural domain can bring new agricultural 
applications and services for agricultural production. The mobile phone is no longer 
just an audio communication tool but capable of providing additional integrated 
functions. The various features of mobile phone, which make it versatile, are SMS, 
MMS, GPRS [2].  

The advent of 3G and WLAN technologies in the recent years open a way for sign 
language based services in mobile and wireless settings, which bring the applications 
and services come on stream. Third generation mobile network (3G) is the latest 
advancement in the field of mobile technology. Providing high bandwidth 
communication of 8kbit/s-2Mbit/s and a revolutionary introduction of multimedia 
services over mobile communication, it aims to make mobile devices into versatile 
mobile user terminals[8]. TD-CDMA (Time Division CDMA) wireless technology in 
china can meet the rapidly growing demand for mobile broadband services in 
agricultural information systems. The mobile information services will make it easier 
and quicker to provide agricultural information services in today’s more complex web 
environment.  

The agricultural information services limited by network bandwidth and geography 
will be changed completely with the 3G network coverage to rural area, which will 
help solve the problem of “last kilometer” in agricultural informationization. In the 
paper, we will develop an agricultural information system, which can gather, manage 
agricultural multimedia information resources, and push certain agricultural 
production technology information to the customized terminals. 

The paper is structured into four main sections. Section 2 presents the terminal -
based agricultural information service architecture, which provides a software 
framework that aims to describe our need and the main components. In section 3, the 
GAIS-based prototype system is presented and describes the agricultural content-
based information services in detail. Finally, Section 5 provides some conclusions and 
summary remarks. 

2 The GAIS Architecture Design 

The terminal -based agricultural information service (GAIS) architecture is the 
framework and soul of the agriculture information system deciding the system 
functions and information service. As showed in Fig. 1, the GAIS architecture is 
composed of our logic tires from the terminal client side to the server side: 3G 
terminal tier, portal service tier, 3G network tier and service center tier. At the fat 
server side, we provide an environment that integrates related different agricultural 
information sources into the agricultural information center. The source can be 
deleted, added and indexed diametrically. The center will also provide Update Tool 
guarantees that all data are always up to- date, manage the 3G terminal configure, and 
present enriched content on 3G terminals with limited user interface i.e. small screens 
and simple keyboards. 
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Fig. 1. The GAIS Architecture 

2.1 Agricultural Information Service Center Tier 

The service center tier manages and stores the agricultural information of the whole 
system, and decides the information exchange between the 3G terminal and service 
center according the setting of the terminal in the system.  

The administration content module is designed for the data adding deleting and 
querying in agricultural information center. It will control the data quality of different 
databases, data service, and data clustering. The metadata management will help users 
find the information they required easily. The information meta-data is building an 
object-oriented repository technology that is integrated with agricultural meta data 
management that process metadata, which will provide a united category that 
organize the information in information center, and a standard of the information’ 
store, and support exchange of model data. The metadata-based information service 
will provide a united interface for users to access the information by metadata-based 
information category. The information distribution is about assuring that the right 
agricultural information is available to the right agricultural users. In order to 
distribute the information to the users timely, we will build 3G-based information 
distribution service, by which the information will be accessed with the 3G terminals. 
In the means, the information distribution will help the communication between the 
users and the information center. 

2.2 3 3G Network Tier 

In the near future, wireless networks will appear with greater ubiquity, from public 
access networks offering connectivity in agricultural information services, to telecoms 
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operated 3G and 4G networks, especially TD-SCDMA network into rural areas in 
china, which allows 9 hundred million of farmers access to services as important and 
varied as information acquisition, health care, education, and financial and 
governmental services. The 3G network tier is mainly implementing the information 
exchange the 3G terminal and data server in TD-SCDMA network. Indeed our 
simulations are based on the following two assumptions:  1) full TD-SCDMA 
network coverage to rural area; 2) TD-SCDMA link always on, which we argue that 
are realistic assumptions in typical scenarios. 

2.3 Portal Service Tier 

The portal service tire contains a group service functions for the terminal, which can 
customized its necessary function, such as multimedia browsing, upload/download, 
multimedia controller, present management, message interaction and message 
interaction. The portal service tire can optimize the communication process and may 
offer mobile service enhancements, such as location, privacy, and presence based 
services. It communicates with the Web Server using the standard Internet protocols 
such as HTTP/HTTPS.  

2.4 3 3G Terminal Tier 

The mobile terminals must be seen as complex microelectronics assemblies that are 
attached to sophisticated network-based system. The 3G terminal tier is a carrier of 
the client of 3G-based Mobile agricultural information service. The client can store 
the information coming from the service center for offline browsing, and contain a 
microbrowser that the GUI and is analogous to a standard Web browser, which can 
accept the request agricultural information and send message to the service center that 
makes a plan, and pushes the information to the users’ 3G mobile terminal by 3G 
network.  

3 GAIS-Based Prototype System 

Based on GAIS hierarchy and the actual needs of the project, the entire system is 
divided into two parts: service centers subsystem and mobile terminal subsystem, 
which constitute a service whole. The service center’ functions contain: 1) It manages 
all the registered 3G terminals and gives orders for pushing information and 
emergence notification to the terminals; 2) It can put the 3G terminals into different 
groups according to the region to ensure that the pushed information and emergence 
notification is closely related with the farmers’ requirements; 3) The service center 
manages the agricultural information and provides real-time dynamic information to 
the client-side. And it receives the request and processes it then return the result. The 
service center operation interface is showed in the Fig. 2. The mobile terminal 
subsystem is mainly used to store the information pushed by the service center, and 
browses video on demand. The mobile terminal subsystem can also send technology 
questions using text and picture to the server, and accept the result. The service center 
operation interface is showed in the Fig. 3. 
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(a) The service center portal interface 

 

(b) The mobile terminal operation interface 

Fig. 2. The system inferace based on GAIS hierarchy 

The first applications testing wireless accesses was implemented for agricultural 
information provided by central information center, such as agricultural production 
technology, pest warning, Agricultural science and technology  popularization, and 
farm product price, etc. The application have been supported by Special Project on of 
The National Department of Science and Technology “TD-SCDMA based application 
development and demonstration validation in agriculture informationization”, which 
got very good effect to solve the problem of "last kilometer" in Chinese rural. 
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4 Conclusion 

In the paper, we have proposed an architecture of the 3G-terminial agricultural 
information service, which is the key and core of 3G-based information service 
system. In the paper, we also discussed how to push agricultural the information to 
the farmers and how the farmers get the agricultural production needs’ technologies 
by communication with the system. And a prototype system is designed and 
developed based on the GAIS architecture which is composed of four logic tiers. The 
prototype system can push the information to the 3G terminal for the farmer’ demands 
and the 3G terminal can also communicate with the system for getting the agricultural 
expert answer by asking questions, which proves that the architecture is feasible. In 
the future, we will make further study on the terminal information service 
development and the system demonstration. 
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Abstract. With development of web information technologies, internet 
applications have come into burst growth, which brings different kinds of 
standard, database and description methods. This condition causes the 
“information islands” that make a lot of trouble in data sharing. The root cause of 
these problems is information source heterogeneity, which consists of four 
levels, and among them the semantic heterogeneity is the most difficult issue. 
The reasons of semantic heterogeneity existing are pointed out in this article and 
the research status of heterogeneity elimination is introduced. At last the 
solutions of agricultural product price information in multi-source network are 
summarized and the research emphasis in future is prospected. 

Keywords: network information technology, semantic heterogeneity, 
agricultural product price information. 

1 Introduction 

Network information technology has penetrated into human production and other 
aspects of our life, and so as agricultural sector as a basis for human survival and 
development. At present, agriculture website is developing rapidly, but the content is 
very complex. It’s a great difficult for the peasantry and agriculturists to get the 
information conveniently and effectively. Therefore, the development of agriculture 
search engine has become their urgent needs. Agricultural product price information is 
the most important part of the rural information service system. However, the existence 
of heterogeneity led to disconnect and asymmetries appearance in prices of agriculture 
search engine [1]. In order to make agriculture search engine more accurate and 
effective, it is imperatively to eliminate semantic heterogeneity. 

This article explained the reason of semantic heterogeneity, discussed the treating 
mode of semantic heterogeneity which have three levels (schematic heterogeneous, 
context heterogeneous, individual heterogeneous), and then discussed semantic 
heterogeneity of agricultural product price information in multi-source network, at last 
summarized the research progress of the price information semantic heterogeneity’s 
eliminating. 
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2 Generation and Research Progress of Semantic Heterogeneity 

Information sources heterogeneity can be divided into four levels: system, syntax, 
structural and semantic, during these the most difficult to eliminate is semantic 
heterogeneity [2]. To some extent, systems, syntax and structure heterogeneity has 
been resolved through the traditional information integration. Therefore, the 
identification and elimination of semantic heterogeneity has become a difficulty and 
then the research hotspot. 

The generation of semantic heterogeneity has been caused by different types of 
semantic conflict [3]. Park and Ram (2004) proposed classification of semantic 
heterogeneity conflicts: scheme-lever conflict and data-lever conflict [4]. 
Scheme-lever conflict is the conflicts caused by the logical structure that used by the 
same concepts in different information sources. Data-lever conflict is reflected in 
same aspects, such as naming identifiers, precision, representation, reliability, etc., 
which is due to the different perception of the same concept [5]. Zhou Jianfang et al 
(2008), from Huazhong University of Science and Technology, proposed semantic 
heterogeneity between the data sources that are not independent have interrelationship 
with each other. Semantic heterogeneity is manifested as schematic heterogeneity, 
context heterogeneity, and individual heterogeneity [6, 11]. In order to enable users to 
obtain efficient and accurate data, all of the three levels of conflicts need eliminating. 

(1) Schematic heterogeneous elimination 
Schematic heterogeneity is characterized by differences in logical structures and/or 

inconsistencies in metadata (i.e., schemas) of the same application domain [4]. At 
present, schematic heterogeneous data sources have been widely studied. The main 
eliminating method is to use the existing metadata and a small amount of users’ 
intervention to achieve the automatic schema mapping. Mediator Environment for 
Multiple Information Sources (MOMIS) [3], Developed by Bergamaschi et al in 
1998, is one of the typical representatives. 

(2) Context heterogeneous elimination 
Context heterogeneity is the different data sources that have the same semantic 

information (including entities and attributes). Data interpretation deals with the 
existence of heterogeneous contexts, whereby each source of information and 
potential receiver of that information may operate with a different context which leads 
to large-scale semantic heterogeneity [7]. At present, among all the methods of 
context heterogeneous elimination based on the context mediation, the typical 
representative is COIN project team in the MIT [8]. The project solves four kinds of 
context heterogeneities. 

(3) Individual heterogeneous elimination 
Individual heterogeneity mainly refers to individual identification in different data 

sources [6]. After schematic and context heterogeneity elimination had been 
implemented, the same individual in different data sources would still use different 
forms of representation and description. Thus, the traditional method to exactly match 
the property value comparison can’t eliminate individual heterogeneity. Active Atlas 
system is a typical representative, which has been developed by Tejada et al. on 
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University of Southern California [9-10]. However, the solutions in the system can 
only applied to string matching without other types of data matching. What is more, 
this solution does not apply to Chinese. 

Zhou Jianfang proposed a general framework for semantic information integration, 
which is used to solve the three levels semantic heterogeneity [11]. In the framework, 
query engine, context mediation and results processing components are the core 
processing components. They work together in order to solve schematic, context and 
individual heterogeneity. However, each core processing component needs to 
reference the relevant metadata. The acquisition of this metadata requires the domain 
experts and system designers to work together. 

3 Semantic Heterogeneity of the Agricultural Product Price 
Information 

3.1 Influence and Relative Research Status 

Nowadays, with the rapid development of Chinese agricultural internet, there have 
been more than 30,000 agricultural website. Many problems would occur if 
researchers just simply collect price information in multi-source network without 
eliminating its semantic heterogeneity: 

(1) Information structure is inconsistent. The different sources release price 
information in different formats. Some only publish average price and specifications 
while some else provide wholesale market, quality and other related content as well. 
Therefore, agricultural search cannot be used if we do not solve this kind of semantic 
heterogeneity. 

(2) With information’s complexity and redundancy, it is difficult to meet all the 
needs of users. Due to geographical and cultural differences, the same kind of 
agricultural commodities have different titles, such as ‘huanggua’, also known as 
‘qinggua’ in Guangzhou. The release of this kind of price information will bring 
about unnecessarily redundant information if researchers do not eliminate such a 
semantic heterogeneity. 

(3) Actually practical value is reduced. The agricultural product price information 
without eliminating its semantic heterogeneity lacks unified comparison and 
overview. The price information cannot either help majority famers to understand the 
market or be able to give a supporting guidance to agricultural-related policy. 

Through above analysis, the identification and elimination technology of semantic 
heterogeneity of agricultural product price information in multi-source network is of 
vital importance to improve agricultural information services’ quality and provide 
information that is more consistent with the needs of farmers and related agricultural 
workers. Related research about the technology to eliminate the semantic 
heterogeneity of agricultural product price information in the multi-source network is 
limited currently; it is University of Science and Technology of China that mainly 
conducted some research. According to the characteristics of agricultural product 
price information given by the Internet, Lei Ying (2010) uses a seven-tuple (price, 
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unit, name of agricultural products, source, products trading market, province, 
transaction date) to represent the properties of agricultural product price information, 
so as to solve semantic heterogeneity [12]. But not all sources are able to meet the 
seven-tuple. As many sources just provide products trading market, it is necessary to 
get specific province information. He Huang (2010) treated the market name of 
agricultural product price information by dividing them into two cases, and establish a 
uniform location data table to solve spatial information heterogeneous through a 
combination of automatic annotation of spatial properties using administrative 
divisions indexing library and extracting location information for labeling using the 
general search engines [13]. What’s more, he eliminating the data reliability conflicts 
through the establishment of abnormal data detection system and redundant data 
processing methods based on the semantics which could develop the quality and 
availability of data. With further research, the elimination of semantic heterogeneity 
in order to clean a lot of redundant data comes true with the system’s combination 
with agricultural classification ontology, geographic name resolution system, unit 
conversion rules, and several other modules [14]. 

The current study of the semantic heterogeneity of agricultural product price 
information in multi-source network does not have a comprehensive summary and 
classification, what the elimination technology could solve is only parts of semantic 
phenomenon. What the problem that needs to be focused on next step is that to 
explicit the classification of semantic heterogeneity of agricultural product price 
information through a lot of research and the participation of experts so as to 
gradually improve the semantic heterogeneity elimination. 

3.2 Study on the Semantic Heterogeneity in the Agricultural Product Price 
Information 

3.2.1   Classification of Semantic Heterogeneity of Agricultural Product Price 
Information 

In order to get the semantic heterogeneity of agricultural product price information 
existing in the current agricultural sources, the survey from a large of agricultural 
network have many specification and standard information about the price 
information. The multi-source network mainly includes China Agricultural 
Information Network (http://www.agri.gov.cn) which provides regional agricultural 
websites of wholesale market, and provincial and municipal government networks 
which provides agricultural product price information. Through sampling survey and 
combination with the basic principles of semantic heterogeneity, the semantic 
heterogeneity of the agricultural product price information in multi-source network 
has been divided into three categories: semantic heterogeneity based on schematic, 
context data, and abnormal individual data. 

(1) Semantic heterogeneity based on schematic 
① The semantic homogeneous conflict is a same concept in different sources has 

different set of attributes. For instance, with regard to price of a certain agricultural 
product, some sources only provide basic information of agricultural products about 
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varieties, prices, units and wholesale. However, other sources include origin, highest 
price, lowest price, specifications and other information. 

② The aggregate conflict is some sources use a concept, which the others of the 
same kind use a set of concepts. For instance, in the description of a kind of 
agricultural products, product name and specifications would be compressed into a 
single attribute in some sources. 

③ Ancestor or descendant conflict is that the same concept is a superclass in one 
source and a subclass in another source. For instance, ‘suan’ is a subclass in some 
sources while it is a superclass for ‘qingsuan’, ‘dasuan’ in other source webs. 

④ Classification conflict is that a same concept in different sources belongs to 
different superclass. For instance, some sources would be divided into two categories 
of fresh meat and eggs, and in the other sources meat and egg would be placed in the 
one category. 

⑤ Naming conflict is that a conflict resulting from a same concept subjectively 
determined by designers of different fields or from different sources. This is more 
common in semantic heterogeneity, which in the price information is often 
highlighted in the two properties: the name of agricultural products and the wholesale 
market. 

(2) Semantic heterogeneity based on context data 
① Data value conflict is a same data in different sources to explain inconsistencies 

because of the different data representation, scales or coding. In different sources, the 
same price data have a different meaning for wholesale prices or retail prices. 

② Data presentation conflict is a same concept with different data types or 
different formats. For instance, representation of date may be conflict on different 
systems, such as ‘yyyy-MM-dd’ or ‘MM/dd/yyyy’. 

③ Data unit field conflict is to use of different units of measurement resulting 
from the conflict. The conflict is particularly prominent in the agricultural product 
price information. For instance, some sources use ‘kg’ as the unit of measure and 
some use ‘jin’. 

④ Data Accuracy conflict is the concept resulting from a same concept described 
in different precisions or the different domain and range. For instance, price 
information from different sources has different data accuracy, such as ‘yuan’ or 
‘fen’. 

(3) Semantic heterogeneity based on abnormal individual data 
① Individual description conflict is that different systems use different methods to 

describe the same individuality. As price information of agricultural product consists 
of many kinds of characterized properties, different describing methods for them are 
involved and so conflicts are inevitable. 

② Data reliability conflict is that different reliable levels are assigned to a certain 
conception. This comes from possible incorrect data filling of information collection 
sources and it is necessary to correct the data without semantic heterogeneity. 

The sorting of semantic heterogeneity on agricultural product price in multi-source 
network has been listed above. The conflicts need cleaning in sequence by three 
levels. At first, semantic heterogeneity based on schematic is the most important and 
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influencing most among all the conflicts. And its elimination is the prerequisite of 
solving semantic heterogeneity of context data and abnormal individual data. 
Secondly, the context data heterogeneity brings incorrect calculations and 
comparison, which make it necessary to be dealt with based on the cleaning of 
schematic heterogeneity before solving abnormal individual data heterogeneity. In the 
third level of priority, schematic and context data heterogeneity has been solved while 
individual abnormal data still remains in information which will cause semantic 
heterogeneity. Therefore to obtain the final valuable price information of agricultural 
products, a certain individuality data from different sources need to be intelligent 
calculated including combining and duplicates eliminating. 

3.2.2   Expectations for Sematic Heterogeneity Research of Agricultural Product 
Price Information 

(1) Improve the sematic heterogeneity correcting system for agricultural product price 
information 

Remaining problems will be resolved in sequence by levels according to sorting 
results of semantic heterogeneity research. 

①  Semantic heterogeneity based on schematic will be resolved through 
completing domain ontology and reducing naming conflicts of product types and 
markets. 

②  Context mediation technology will be involved to remove semantic 
heterogeneity based on context data and accurate, unified and precise data is 
expectable. 

③ Individual conflicting information detecting and removing system will be 
actualized based on data conflict detecting and duplicates eliminating. 

④ System efficiency will be considered in completing the whole system to 
achieve its fast running. 

(2) Achieving personal service 
The building up of semantic heterogeneity eliminating system for agricultural 

product price is connected with improving price showing system of agricultural 
product and different requests of users for data access and query are expectable. 
Personal service is important along with common usage. Therefore it comes into a 
promising research filed in building personalized data space and pushing 
characterized information. 

4 Conclusions 

Based on semantic heterogeneity research and analysis of agricultural product price 
information, the semantic heterogeneity is sorted into three levels as schematic, 
context data and abnormal individual data. Accordingly it is proposed that the 
heterogeneity will be eliminated in sequence of the three priorities. As a result, it is 
necessary to build up a complete semantic heterogeneity eliminating system to obtain 
the ideal information with high quality for users. Furthermore, efficient combination 
of the heterogeneity eliminating system and professional agricultural search engine 
will dramatically improve the information provided for peasantry and agriculturists. 
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Abstract. It is expounded the suitability evaluation research in agriculture in 
three aspects: land suitability, climatic suitability and crop ecological suitability 
in this paper. The suitability evaluation methods in agriculture are summarized 
systematically, which including of traditional mathematic model methods (fuzzy 
comprehensive assessment analysis, AHP etc.) and modern information 
technologies (GIS, RS and ES etc.). The future development trends of suitability 
evaluation in agriculture is pointed out that GIS etc. other information 
technologies and systems can be used and developed for impact assessments of 
agricultural practices and for studying the effects of land, climate and ecology 
etc. change. 

Keywords: Suitability, evaluation, agriculture, information technology. 

1 Introduction 

The original study of suitability evaluation in agriculture was mainly focused on land 
suitability for land use planning and city planning et al. Along with the development of 
suitability evaluation theory and method, the meteorologists and ecologists were also 
referring to the suitability evaluation analysis in their research. Most suitability 
evaluation was discussed in three aspects in agriculture: farming land suitability, 
climatic suitability and ecological suitability. 

In the past, many mathematic-based methods have been used for the evaluation of 
the suitability in agriculture, which mainly concluded mathematic model, fuzzy 
comprehensive assessment analysis [1, 2], AHP [3, 4], grey correlation degree analysis 
and cluster analysis et al. Then artificial neural network (ANN)[5] and information 
technologies, such as GIS[6], RS[7,8], ES[9], SOTER database[10], AEZ (Agro 
ecological Zone) and ARC/INFO software[11] et al. were also wildly application. The 
combination of qualitative and quantitative methods, information technology and 
mathematical methods combining the integrated use of research methods, making 
suitability evaluation results more scientific and precision[12,13,14,15]. 

The research of suitability is not only limited on land, climatic and ecology et al. 
science area but also combined with economy and society. LiJing in her master 
dissertation evaluated the eco-economic adaptability and development potential of 
crops production by using the theory of ecology and economic. They put forward the 
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concept of the apparent eco-economic adaptability of crop-region. They calculated 6 
crops’ apparent eco-economic adaptability indexes (AEEA) in31 regions by using 
synthesis scale level and relative output level and scale stability and yield stability. 
They compartmentalized the adaptability grades of 6 crops in 31 regions, 
comparatively analyzed the AEEA of crops in each region, and got 5 adaptability grade 
areas of each crop and dominant crops in each region. Based on the theory of three 
critical points in ecology and comparative advantage in economics, they put forward 
the evaluation of eco-economic adaptability of crop production along with the mind of 
combining the ecology, economics and social background [16]. That extended the 
ecological suitability evaluation to economy and society which making agricultural 
suitability evaluation more comprehensive and integrated.  

1.1 Traditional Mathematic Methods 

As we all know, some scientists have done a lot of research work on land, climatic, 
ecological suitability evaluation, but we can also find out that their studies were often 
limited in one or several factors, which were almost the climatic factors. On the other 
hand, we know that many other factors can influence the crop growth and develop. 
Taking into account these factors, they are very complex and numerous even 
impossible if we continue to use the previous ways and the routine means. With 
development of the computer, especially rapid progress of GIS, it is possible to 
consider so many factors to evaluate the suitability [17].  

On the one hand, the analysis of great deal of spatial data is needed for the 
eco-suitability evaluation and planting regionalization of the crop, on the other hand, 
the comparison of all kind of the evaluation project is also needed in order to support 
the establishment of reasonable project. The work is heavy and complicated if using the 
routine appraisement method. Therefore, by using the important factors to the 
evaluation objects, the comprehensive evaluation model of suitability was set up. The 
method of comprehensive assessment analysis was wildly used in the evaluation of  
the suitability of agriculture. The evaluation index system was established according to 
the factors selection principle and the actual condition of agricultural region [18]. 
Actually most of the factors selection principle was subjective and empirical, even by 
using the Delphi methods to quantify in some degree the experts’ subjective 
conclusion. They selected the factors from professional books, literatures and some 
experts’ experience, such as the light intensity, temperature and precipitation et al. 
some crop living factors’ data. At the same time they will combine with the practical 
production situation data in the research region, such as more than 20 years climatic 
data from meteorological stations and crop production data from statistical yearbook et 
al., then finally the important factors which using in the index system will be 
determined.  

The evaluation factors were selected empirically for each evaluation target. Thus, 
each evaluation target has its own evaluation factors, and then each evaluation factors 
should be given its rating values. Weight determination is also a difficult points and key 
problem in the evaluation system. The grey relational analysis (GRA) was combined 
with the analytic hierarchy process (AHP) to address the uncertainties during the 
process of evaluation, especially of the fuzzy comprehensive suitability evaluation 
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[15]. The growing areas of natural sweet wine material were studied by Song Yuyang et 
al., using of the method of AHP and multi- factors evaluation, and the mathematics 
model was established [4]. Li Baoguo et al. chose different red Fuji apple growing areas 
in Hebei , Shandong , Shanxi , Henan in their study , the index which determined fruit 
qualities in these areas were collected, ecology environment data were gathered at the 
same time, and then the evaluation equation of red Fuji apple suitable cultivation area 
were established [19]. Zhan Xiangwen et al. based on black-box theory, a lot of work 
on data processing and regression analysis had been done, then the parameters required 
in the evaluation model were got [20]. ZhangJing et al. on the basis of limitation law of 
ecological factors, variable weight principle and method were introduced into 
establishing a systemic approach of crop ecological adaptability evaluation to avoid the 
disadvantages induced by subjective weighting method [21].  

In the fuzzy synthetically judgment for suitability evaluation, different type of 
factors organizational state, each factors importance and main limited factors are 
different, therefore weight vector to fuzzy weight matrix were extended and rebuilt by 
Lu Enshuang et al. According to the theory, they found the positive method of fuzzy 
weight matrix and applied it to Kiwifruit suitability synthetic judgment in mountain 
area of South Shaanxi, the consequence showed that the method can correctly reflect 
short-factor’s constraint function and the conclusion is in accordance with practice [1]. 
Wu Kening et.al due to fuzziness in adaptability assessment, established tobacco eco- 
adaptability assessment models by applying fuzzy comprehensive evaluation [2]. 
Luolin et al. used the annual mean temperature, annual precipitation, and soil pH which 
are vital to the fruit tree growth and development to set up the fuzzy evaluation model 
of ecological suitability. A comprehensive evaluation was carried out for the chestnut 
grown in Bijie in western Guizhou Province, and a designation of the most favorable 
region, favorable region, suitable region, and undesirable region was generated [3].  

1.2 Information Technologies 

Since 1900s, modern new and high technology which concludes space, remote 
sensing(RS), geographical information system(GIS), computer, et al. and modern 
scientific method which includes systematology, informationism, cybernetics et al. are 
got extensive and deep application. In developed countries, the application of GIS 
technology in ecological suitability evaluation could be ascended to 1960s. At that 
time, overlay aerial image had been applied on urban land use suitability evaluation by 
the planning designers in American and West European, and fast developed to 
agriculture planning and urban construction. With the improvement of image resolution 
of GIS and spatial analysis technology, the land and ecological suitability evaluation 
methods have been greatly expanded in agriculture [22]. 

In China, the deep and systemic research in this respect started in the late 1970s, and 
the rapid development focused on evaluation index system, evaluation methods and 
evaluation technology. In the beginning of 1990s, Huang Xingyuan et al. [23] first used 
the theory and method of GIS to land evaluation. Until the late of 1990s, most land 
evaluation was all had GIS technology application [24].  

On the basis of mathematic method, many researchers combined GIS et al. modern 
information technologies in the suitability evaluation in agriculture. Based on 
GIS-fuzzy comprehensive evaluation method, the land, climatic or ecological 
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suitability of the crop in some region was evaluated. The comprehensive consideration 
was taken on the climatic, soil, and topographic factors related to crop growth. The 
spatial data of the factors were organized and computed with GIS method; the weights 
of the factors were derived by using AHP method; and the proper membership function 
and fuzzy arithmetic operators were selected to conduct the comprehensive ecological 
suitability evaluation. Compared with traditional evaluation methods, the GIS-fuzzy 
comprehensive evaluation method had the advantages of short-term,more fine and 
detailed, and more suitable for small spatial scale areas [24]. GIS technology and fuzzy 
mathematics methods were used on studying the relationship between 
eco-physiological features and environment, selecting evaluating indexes of ecological 
adaptability and constructing evaluation mode1 [25]. Li Qifeng et al. selected single 
pollution index and comprehensive pollution index to analysis the three bases of 
non-pollution food, green food and organic food, and then the evaluation unit with GIS 
technology was built. On this basis, considering of the surrounding environmental 
conditions, road conditions, farmland soil quality, industrial development conditions, 
economy and society level et al. factors, the evaluation system of three bases was 
constructed [26]. 

In order to establish a framework of quantitative evaluation method and implement a 
universal tool (software) for evaluating crop ecological suitability based on the 
framework. Three improvements were made by Lu Zhou et al. [27] in quantitative 
evaluation method. With the improved method, they had developed a universal 
evaluation tool implementing a quantitative evaluation, which can help agriculture 
experts without IT engineering knowledge. Song Ruhua et al. built land source 
management information system for land suitability evaluation and land use 
planning[28], Cheng Jianquan summarized the space analysis methods by using GIS to 
quantified spatial indicators, and applied to optimize the urban dimensional 
development[29]; otherwise, GIS also be widely applied in tourism land 
evaluation[30], Land reclamation[31] et al. aspects. 

Not only information technology could combine with mathematic method, but also 
different information technologies could combined. Expert system and Geographic 
information system are both new high-technology. Xie Yu et al. probed into the study 
on the application of the integration of ES and GIS in the rice cultivated adaptability 
analysis. They applied system science, mathematics, crop planting science and rice 
weather ecology, established an expert system of rice cultivated adaptability analysis, 
accordingly added space database and space knowledge base which realized by GIS to 
its database and knowledge base systems, integrated the managing function of space 
information of GIS into the ES, which made the expert system have the deductive and 
ratiocinative ability in space. That realized the integration of ES and GIS, successfully 
used in the rice cultivated adaptability analysis [9]. Remote sensing(RS) also be applied 
in land evaluation, Fang Linna et al. based on SPOT multispectral remote sensing 
image and data using in cultivated land fertility survey, the cultivated land quality 
assessment study was carried out. Cultivated land quality assessment indicators were 
abstracted from SPOT multispectral image, e.g. NDVI, DVI and RVI, which 
represented soil fertility, water availability and soil degradation respectively. The 
assessment indicator system was constructed using the indicators mentioned above. By 
virtue of PSR framework, the assessment model was developed in order to explore the 
feasibility of RS technology in cultivated land quality assessment [33].  
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2 Suitability Evaluations in Agriculture 

2.1 Farming Land Suitability Evaluation 

Land suitability evaluation is the appraisal of the suitability and its extent of land for a 
purpose, it is the basis for land-use decision-making and using direction, it is also the 
content of the land resource research in the near past 20 years [34]. The Food and 
Agricultural Organization (FAO) [35] recommended an approach for land suitability 
evaluation for crops in terms of suitability ratings from highly suitable to not suitable 
based on climatic and terrain data and soil properties crop-wise, in which the 
procedures and methods of land suitability evaluation were explained. However, the 
framework is basically a qualitative one and it is difficult to make a direct connection of 
evaluation results with decision-making on land use planning [6].  

Recently years, the integration of GIS and assessment model have been a new trend, 
Xie Shuchun et al. based on VB and MapX to expounded how to make use of the 
mighty special analysis function of GIS to realize the suitability evaluation of testing 
land[36]. The whole evaluation course regards GIS and RS as the technologies platform 
of the work, has realized greatly, formed a set of intact technological routes of 
evaluation, at the same time automation basically from beginning to the output of the 
achievement pictures. Relatively traditional method, this method, which improved  
the working efficiency and evaluating precision, has certain reference value to the 
suitability evaluation of other land [37]. Wang Dacheng etc. employed artificial neural 
network (ANN) analysis to select factors and evaluate the relative importance of 
selected environment factors, and the spatial models were developed and demonstrated 
their use in selecting the most suitable areas for the winter wheat cultivation. Satellite 
images, top sheet, and ancillary data of the study area were used to find tillable land. 
These categories were formed by integrating the various layers with corresponding 
weights in GIS. An integrated land suitability potential (LSP) index was computed 
considering the contribution of various parameters of land suitability [38]. Xia Min et 
al. studied on the components and their realization of farmland suitability evaluation 
spatial support system (FSESDSS), probed into all methods and their suitable area used 
in land suitability evaluation [39].  

The suitability evaluation for farming land is one of the most major content of land 
suitability evaluation. By grading the appropriate level of the farming land into several 
levels and opening out the suitability for faming land, it can provide basis for adjusting 
and optimizing the land-use structure and making rational land exploitation layout. The 
research is focused on two aspects of farming land in suitability evaluation: cultivated 
land quality evaluation and cultivated land fertility. 

2.1.1   Cultivated Land Quality Evaluation 
Cultivation land is an important base of grain production, in order to protect the 
farmland, the overall investigation and analysis about the present status of it is required.  

Nong Xiao-xiao et al. [40] based on the spatial analysis model of ArcGIS, evaluated 
the cultivation land quality with the method of multi-factor comprehensive judgment, 
which basis data were the topographic map, land use map, soil type map. Shi Changyun 
et al. pointed out that a quantitative and scientific evaluation method of land quality 
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based on GIS was made. Mathematical models, such as correlation analysis, 
hierarchical analysis, fuzzy evaluation, were applied in their study [41]. Kou Jinmei 
had set up the information system for comprehensive evaluation of farmland quality 
which takes Microsoft SQL Server 2000 as the backstage database, edited under the 
condition of Delphi which was new visual editorial environment and supported by GIS 
software (Map/Info) [42]. Nie Yan et al. by using the new and high technology as 
computer, ComGIS, UML, workflow, expert system, combining such multidisciplinary 
theory as soil, land, landscape, ecology, information and modern mathematics, they 
carried out the information system of classification, graduation and evaluation on 
cultivated land (ALEIS). Under the support of AELIS, the quantitative appraisal 
models and methods were developed [43].  

All the cultivated land quality evaluation result is almost rational and provided the 
reference for the farmland protection. 

2.1.2   Cultivated Land Fertility Evaluation 
Recent years, cultivated land fertility evaluation is developing toward quantitative and 
practical direction, especially the wildly application of GIS, including of complicated 
mathematic model combined with GIS, RS technology combined with GIS and expert 
system (ES) combined with GIS etc.  

Wang Ruiyan etc. took Qingzhou City as their study area, intended to research for 
quantitative methods for cultivated land fertility evaluation. Based on the plentiful 
information that obtained by remote sensing technique, field-survey and lab analysis, 
the automatic and quantitative evaluation procedure was realized by adopting various 
mathematical models and methods such as system-cluster, analytical hierarchy 
program, fuzzy math, etc. and supported by GIS techniques [44]. In Niu Yanbin’s 
study, farmland evaluation in Quzhou county of Hebei Province based on GIS was 
made, mathematical models, such as analytical hierarchy process (AHP), fuzzy 
evaluation, were applied in this study. The productivity of farmland is evaluated rapidly 
and exactly, with the powerful functions of GIS software [45]. Chen Haisheng etc. 
based on the analysis of the physical and chemical properties of soil samples collected 
from Henan tobacco plantation area, established the index system of soil fertility 
adaptability of tobacco. The fertility level was evaluated and classified by fuzzy and 
analysis. And the fertility map of Henan tobacco plantation area was drawn with GIS 
software MapGIS [46].  

The approach of combination of GIS, RS, and ES etc. was feasible and effective in 
cultivated land fertility assessment, and the results of evaluation were almost in 
accorded with the real circumstances. 

2.2 Agriculture Climatic Suitability Evaluation 

In climatic suitability evaluation, the maximum entropy (MaxEnt) model was 
introduced in recently two or three years. Many researchers combined it with GIS to 
establish the relationship between climate and climatic suitability regionalization and 
potential cultivation distribution. 

He Qijin etc. [47] based on the potential climate indices at national and annual scales 
influencing maize cultivation distribution from the references, together with the 
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maximum entropy (MaxEnt) model as well as ArcGIS spatial analysis technique, the 
relationship between potential spring maize cultivation distribution and climate and the 
climatic suitability regionalization of potential spring maize cultivation in China were 
studied. Based on published data, geographical information, national climate data, and 
the MaxEnt model, the relationship between the distribution of the winter wheat 
cultivation zone and climate was established by Sun Jing-Song etc [48].  

For the crop suitability zoning, the concept of growing period was introduced into 
the traditional approach by Araya etc. [49], to produce agro-climatic zones. This 
method could be used to develop agronomic strategies to cope with the anticipated 
increase in drought in the semi-arid tropics under climate change. Accordingly, quick 
maturing and drought-resistant varieties of teff and barley can be grown in the center 
and in the east, while medium-maturing cultivars should do well in the south-west. The 
method requires limited input data and is simple in its use. 

An agro-climatic suitability library for crop production was generated by using 
climatic data sets from 20 to 33 years for 41meteorological stations in the Bolivian 
Altiplano by Sam Geerts [50]. Four agro-climatic indicators for the region were 
obtained by validated calculation procedures. The reference evapotranspiration, the 
length of the rainy season, the severity of intra-seasonal dry spells and the monthly frost 
risks were determined for each of the stations. To get a geographical coverage, the point 
data were subsequently entered in a GIS environment and interpolated using ordinary 
Kriging, with or without incorporating anisotropy. 

The actual distribution of crop cultivation depends not only on climate, 
socio-economic conditions, and local production technologies, but also on soil type, 
geographic characteristics, crop varieties,human activity and so on, especially in 
relation to its yield and economic value. All the above research provided scientific 
support for planning crop production and designing the countermeasures against the 
effects of climate change on crop.  

2.3 Crop Ecological Suitability Evaluation 

In the crop ecological suitability evaluation, there were many researchers using the 
Analytical Hierarchical Process (AHP) technique and combining with GIS etc. 
information technologies.  

Chen Haisheng et al. [51] based on the principal of hierarchy analysis and fuzzy 
mathematics and the technique of GIS, the comprehensive evaluation of tobacco 
ecology suitability were studied according to the actual circumstances of the whole 
Henan tobacco planting regions. The evaluation index system of tobacco ecology 
suitability of Henan tobacco planting regions was established by choosing 17 
evaluation indexes from 3 respects of climate, soil and landform with Delphi method. 
Furthermore, the membership function was set up according to the effects of each 
ecology factors on the growth and quality of tobacco suitability. And the AHP was used 
to determine the weight of indexes by using quantitative analysis. Then the tobacco 
ecology suitability map of Henan tobacco plantation was drawn with GIS software 
MapGIS. Li Bo etc. [19] using a geographic information system (GIS), there nine 
factors were quantitatively analyzed. The grey relational analysis (GRA) was combined 
with the analytic hierarchy process (AHP) to address the uncertainties during the 
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process of evaluating the traditional land ecological suitability, and a modified land 
ecological suitability evaluation (LESE) model was built. Mo Jingjing et al. [52] by 
using Delphi method and based on the ecological conditions of eight tobacco planting 
counties of Nanyang, 6 ecological factors related to the tobacco ecological suitability 
evaluation were established. According to the 6 various factors which affect the 
tobacco growth and quality, the corresponding membership degree function was 
established, and the original values of the factors were transformed into degree of 
membership, the weight of the factors were confirmed through Analytic Hierarchy 
Process (AHP), and overlaid into a raster map through using the spatial overlay analysis 
of GIS. Finally, the tobacco cultivation ecological suitability classification map of 
Nanyang was gained. 

The study objective of Chavez, MD et al. [53] is to develop useful criteria for 
assessing diversification activities and to provide a ranking of different diversification 
activities on these criteria. The Analytical Hierarchical Process (AHP) technique is 
applied to get consistent assessments of criteria and activities from experts and 
stakeholders. Next, goal programming methods are used to aggregate individual 
assessments in order to arrive at the final ranking of farming activities for 
diversification. The results of this research can be used in optimization models for 
determining the optimal mix of farming activities in combination with tobacco 
production. Such models can provide further insights into factors determining 
diversification. 

The software component suitability presented herein implements several published 
approaches for computing crop suitability, based on available climate, soil and crop 
information. Users can access the suitability software component via two application 
programming interfaces for single- and multi-cell estimations, the latter based on 
multiple regression methods. The component, extensible by third parties, is released as 
.NET 3.5 DLL, thus targeting the development of .NET clients [54]. 

An integrated indicator-based system was established to map the suitability of spring 
soybean cultivation in northeast China by He Yingbin [55]. The indicator system 
incorporated both biophysical and socioeconomic factors, including the effects of 
temperature, precipitation, and sunshine on the individual development stages of the 
spring soybean life cycle. Spatial estimates of crop suitability derived using this 
indicator system were also compared with spring soybean planting areas to identify 
locations where there was scope for structural adjustment in soybean farming. It is 
anticipated that this study will provide a basis for follow-up studies on crop cultivation 
suitability. 

3 Conclusions and Future Perspectives 

The theoretical foundation of suitability evaluation is building suitable analysis model 
by the statistical relationship between research targets and each variables. The support 
of technology is combining GIS etc. technologies with mathematic model effectively, 
which based on the multi-criteria analysis function of GIS. By the software of GIS to 
deal with the original data and derived data to send command which is ordered and 
interactional, to simulated the spatial decision-making process, for achieving the aim of 
analysis and evaluation on the research object. 
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The scientific and reliable of the evaluation result depends on the integrality of the 
basic data and the rationality of the evaluation method. It can be conducted rapidly and 
correctly by combining AHP and multi-factor fuzzy comprehensive evaluation method 
which also supported by GIS. That could overcome and avoid the drawbacks of 
empirically determined classification and reflect crop areas climate, ecological 
suitability level difference accurately. 

In the future, by redefining query limits and incorporating other data, the GIS etc. 
other information technologies and systems can be used and developed for impact 
assessments of agricultural practices and for studying the effects of land, climate and 
ecology etc. change. 
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Abstract. The early warning technology of crop diseases and insect pests is a 
strong guarantee to respond to the increasingly dire situation of major pests and 
diseases and ensure national food security. At present, the method of the 
monitoring data collection about the information of diseases and insect pests 
mainly relies on a field visit carried out by the plant protection staff, sampling 
and analysis, which directly impacts on the accuracy of early warning analysis. 
Firstly, the research status of the early warning analysis technology of crop 
diseases and insect pests in the field of agricultural are investigated and studied 
thoroughly and deeply, and then the comparison and analysis of the mainstream 
technology for pest and disease warning and algorithms are done in detail. The 
final combination of the technology of the Internet of things, a better pest early 
warning solution of the facility agriculture is put forward in order to provide a 
useful reference for the study of the early warning of crop pests. 

Keywords: diseases and insect pests, early warning, facility agriculture, 
Internet of things, plant protection. 

1 Introduction 

There are more than 1400 species crop diseases and insect pests in China. China is 
one of the countries that the plant diseases and insect pests occur frequently. The crop 
diseases and insect pests occur frequently each year and bring huge economic losses. 
At the same time, the problems of crop diseases and insect pests also exacerbated 
environmental pollution, food safety and other issues. Therefore, it is a particularly 
important work that ensuring the safety of China's agriculture to timely and effective 
monitoring, early warning and prevention and management. At present, China still 
lacks qualified experts and the traditional methods are still used by a majority of plant 
protection departments to detect the diseases and insect pests, the survey data is filled 
manually and the information can not be reported to the higher authorities until the 
diseases and insect pest occurs and then the management work begins. Most 
traditional approaches are inefficient, timeliness poor and can not make maximum use 
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of existing data[1]. It has become an urgent problem to apply existing computer 
technology and communication technology in the field of detecting the crop diseases 
and insect pests to build an early warning system of the crop diseases and insect pests. 
Combined the real-time data and historical data, the system will be able to make 
advance warning when the crop diseases and insect pests occur. And then the 
necessary protective measures are carried out in time, controlling the crop diseases 
and insect pests in the embryonic stage. 

The paper summarized the existing theories and methods of early warning analysis 
for the crop diseases and insect pests, generalized existing early warning analysis 
algorithms and models and then made comparison and analysis in detail. Against a 
background of Internet of things, big data, cloud computing and other information 
technology, crop pest early warning analysis scheme based on real-time sensing data 
is put forward. The paper summarized various research methods to early warning 
analysis of the crop pests, providing a reference for the research and development of 
the early warning technology of the crop pests. 

2 Warning Analysis Theory 

2.1 The Basic Concept and Theory 

Early warning technology of the crop diseases and insect pests relies on the principles 
of the biology, ecology and mathematics, and it analyzes a variety of correlative 
factors collected from the historical figures and the present figures about the diseases 
and insect pests and estimates theirs future changes and development trend to achieve 
the purpose of reduce the catastrophic losses. It is the cornerstone of pest diagnosis 
and treatment to make accurate and timely pest early warning and early warning can 
improve the ecological environment[2]. Pest warning is to test the environment, 
pathogeny, individuals themselves, analyze the monitoring data obtained from the test 
and then predict the incidence according to the relationship between the impact 
factors. The system will send out warning information if there is a possibility of 
disease or the forecast data exceeds a certain threshold value. 

In accordance with the warning category pest early warning can be divided into 
several aspects crop warning, livestock and poultry warning, aquatic product warning 
and forestry warning. The paper focuses on the research methods of the crop warning. 

The process of the pest early warning can be divided into several stages: Firstly it 
is to determine the alarm, which can be inspected from two aspects. One is alarm 
pheromones that are the component of the early warning indicators. The emergence 
period, the prevalence rate, the order of severity and the state of an illness are 
generally as the alarm pheromones of the crop pests. The other is the extent of the 
warning situation, which usually be divided into five levels that are without warning 
situation, light warning situation, moderate warning situation, Severe warning 
situation, the serious warning situation. The second is to look the police sources. Each 
police source can be subdivided and that a police source will be picked out as the 
analysis focus should be in accordance with specific conditions. The third is to 
analyze the warning signs. Different alarms are corresponding to different warning 
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signs. The warning signs can be understood as the proliferation of warning situation 
and the phenomena generated during the period of the proliferation. Fourthly, forecast 
the warning degrees, which is the purpose of the early warning. For improving the 
warning degrees we should combine empirical methods and expert methods. Finally, 
it is to overcome the warning situation. Based on the principles of prevention first, 
integrated control and protection of the environment there are some recommendations 
of prevention for users. 

2.2 Early Warning Methods 

The early warning methods are a logical thinking process that is to collect data, sort 
out the data, generate the early warning information and then realize the early 
warning function. According to the statistical data there are more than 200 kinds of 
warning method so far.  

On the basis of the methods and means of the early warning the methods can be 
divided into the expert experience method, the model method and the index method. 
The expert experience methods are mainly based on the past experience, adopt some 
mathematical models such as simulation experiments, the optimistic and pessimistic 
methods, competition theory and make use of the analogy methods to deduce the 
trend of development[3]. The model method is according to the dependent variables 
that are the state of an illness and the independent variables warning signs to establish 
early warning model. That is to say it processes the original data and gets the early 
warning information and expresses it. 

According to the content of the early warning, the early warning method can be 
divided into the occurrence warning, the occurrence amount warning and the disaster 
degree warning .etc. The occurrence warning mainly alert the patent period or the 
dangerous period of the state and the level of plant diseases and insect pests. For the 
long-distance migratory pests and the pests which have the ability of diffusion 
behavior, it can alert the period when the pests move out and move in this locality and 
takes the date as the basis of determining the prevent periods. 

The occurrence amount warning method estimates that whether the tendency of 
pests appeared in the future reaches the threshold which indicates that it is the time to 
prevention and cure through the means of forecasting the quantity of the vermin and 
the pest density in the field. However, it will not be credible if there does not exist a 
large number of data collected for many years.  

The disaster degree warning method relies on the two methods in front. Combined 
arable farming and the outbreak of the pests to early warning the most sensitive 
period one crop to the pests, it judges whether the period absolutely coincides with the 
destructive power of the pests or not and estimates whether the invasiveness of the 
pests is identical to the period that there emerge more and more pests or not and 
finally deduce the degree of the plague and the size of the loss caused by the 
pests[4,5]. 

According to the timeliness of early warning, the warning methods can be divided 
into four methods. They are short early warning, mid-term early warning, long-term 
early warning and extra long range early warning. Short Warning happens and 
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warning the state after a few days when the pests emerge. The Mid-term early 
warning alerts the dynamics about a month later. Long-term warning makes warning 
about the dynamics of pests a few months later. Relying on the research of the law of 
development of the diseases and insect pests, Ultra-long warning explores the 
occurrence trend in the next year and ultra-long warning. 

On the basis of the fundamental theory and early warning method of the 
agricultural pests and diseases, the paper builds the general framework[6] for early 
warning of the agricultural pest. 

 

 

Fig. 1. The Overall Frame of the plant diseases and insect pests Warning 

3 The Algorithm and Model of the Warning Analysis 

3.1 The Main Early Warning Analysis Algorithm 

There are many algorithms for the pest warning analysis, such as the genetic 
algorithm, BP neural network, radial basis function neural network, rough set theory 
algorithm, information fusion algorithms and statistical algorithms. The warning 
models are built on the basis of these algorithms[7]. The following content gives a 
very brief overview of the several typical algorithms. 

3.1.1   Rough Set Theory Algorithm 
Rough set theory algorithm is a new mathematical tool processing the vague and 
imprecise issues. For the border area thought the rough set is proposed and the 
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individual that can not be confirmed are all belonged to the boundary line area. The 
area is defined as the difference set of the upper approximation set and the lower 
approximation set. Rough set theory processes and analyzes large amounts of data in 
the sets contained finite elements, gets rid of the compatibility information in 
accordance with the dependency relationship between two equivalence relations on 
the domain and then extracts potential and valuable rules and knowledge. Among 
them, the simplification and nuclear are two important concepts. The definitions of 
these basic concepts are given in the following. 

Let U be the discourse domain, R is a indistinct relationship on the domain 

U. UX ⊂ , )(* XR  shown in the formula(1)represents the upper approximation set 
of x and the lower approximation set )(* XR  is shown in the formula (2). 

})(,{)(* φ≠∩∈= XxRUxXR                        (1) 

})(,{)(* XxRUxXR ⊆∈=                          (2) 

φ is null set and )( XBN R represents the boundary of X and it is defined as formula 
(3). 

)(*)()( * XRXRXBNR −=                          (3) 

For knowledge R, )(* XR  is a set whose elements are not only contained in the 
domain U but must be included by X, )(* XR  is a set whose elements are not only 

contained in the domain U but may be included by X and )(XBNR  is a set composed of 

the remainder elements that not exit in the set X and X .The positive region of X is 
defined in the formula (4). 

)(*)( XRXposR =                              (4) 
R is a equivalence relation and r represents any one element, Rr∈ . R can be 
simplified through formula (6) if the formula (5) is true. The function of ind() 
expresses indistinct relation. If R can not be simplified further, the simplification of R 
can be expressed as red(R). 

}){()( rRindRind −=                             (5) 

}){()( rRindRind −=                             (6) 

The R's nuclear core(R) is defined ass the intersection of all the red(R), such as (7). 

)()( RredRcore ∩=                              (7) 

Nuclear is included in all simplified clusters and it is the characteristic set that is can 
not be eliminated. R and U is an equivalence relation on the domain U and the 
positive region R of the Q is defined as the formula (8). The equivalence relation is 
shown in formula (9). 
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)(*)( XRQPOSR ∪=
  QX ∈                              (8) 

)(/))(()( UcardQcardQ POSRrR =
 1)(0 ≤≤ QrR                  (9) 

Among them, the radix of B is defined as card (B).Taking advantage of the 
dependency relationship )(QrR , we can determine the compatibility of equivalence 
classes R and Q. R and Q are compatible if the value of )(QrR  equals 1. Otherwise, 
they are incompatible. 

Information Fusion steps[8] through rough set theory are as follows 

1) Draw up an information sheet contained condition attribute and conclusions 
attribute according to the collected sample information. 
2) Taking advantage of the concepts such as simplification and nuclear, remove 
redundant condition attributes and duplicate information and finally draw s simplified 
information table. 
3) Calculate the nuclear value table. 
4) Obtain the simplified form of the information table according to the nuclear value 
table 
5) Gather the corresponding minimum rules and educe the fastest fusion algorithm. 

3.1.2   Neural Network Algorithm 
BP neural network prediction model[11] makes use of the self-adaption and self-
learning ability owned by BP neural network to study and analyze the data samples, 
and then it finds out the inherent laws and determines the connection weights and 
thresholds in the network. In the plant pests and diseases prediction method and an 
agricultural pest’s prediction method, the optimization capability of a single BP 
neural network is weak. There are also studies that the genetic algorithm was 
introduced to BP neural network optimization and achieved good results. However, 
genetic algorithm makes arithmetic operators such as crossover, mutation, selection. 
Therefore, its convergence rate is slow and optimize efficiency is not high and it often 
expenses a lot of learning time to establish connection weights and thresholds. 

The PSO optimization algorithm is good at handling optimization problems[10], 
and the study sets the connection weights and thresholds of the BP neural network as 
the position vector elements in the PSO optimization algorithm and uses it to achieve 
the initial optimization of the PB neural network, which improves optimization speed 
and accuracy of the connection weights and thresholds in PB neural network. 

The idea of the PSO optimization algorithm is as follows: 

1) It multiple calculates and optimizes position vector of itself until the fitness 
approaches the optimal. Solutions group tends to be stable if there are no significant 
changes. At this time, the position vector element is closer to the needs of the 
application; 
2) Based on this, optimize the elements of the position vector further using of BP 
algorithm until the optimal connection weights and thresholds are found out. 
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3.2 Early Warning Model 

Firstly, we usually establish pest warning indicator system and then combine some 
appropriate algorithms to build pest early warning model. The specific steps are as 
follows. 

3.2.1   Establish a Warning Indicator System 
(1) Determine the early warning indicators 
Under the guidance of the experts in related fields, the early warning indicator whose 
affect is small and not easy to be detected is removed and several or a dozen 
indicators that are more important for pest control and prevention are selected as 
warning factor that is used to level evaluate police level. 

(2) Sort the important degree of the early warning indicators  
It is an important part to determine alarm level. Whether the indicators selected are 
appropriate or not directly affects the early warning results. The expert investigation 
method, matrix analysis method and the Delphi method are generally selected to sort. 

(3) Identify the Warning limit of the warning indicators 
According to the indicators and the order of the importance, the appropriate number 
of key indicators is selected as the basis for pest warning. For example, the formula of 
the police limits are determined using of the expert investigation and it is shown in 
formula (10). 

( )
QN

dwQ
D ii

×
×

= )(
                      (10) 

D represents the alert level, Q is the expert weight and its range interval is from 1 to 
10, d represents the alarm level set by experts, N represents the number of experts. 

3.2.2   Build the Early Warning Model 
There are some common forecasting models at home and abroad such as univariate 
decision judgment model, multivariate linear judgment model, multiple logical model, 
multivariate probability ratio regression model, artificial neural network model and 
combined forecasting model[11,12,13]. BP neural network model firstly predict the 
warning factor under the existing situation, and then identify the alarm size, according 
to the change speed of the monitoring value for a period predict whether the current 
state is abnormal or not. 

Studies show that two hidden layer BP neural network can approximate any 
continuous function and it’s any derivative with any precision and it can better 
approximate nonlinear function than the BP neural network that contains many hidden 
layer neural networks[11]. For BP neural network, fewer layers can also achieve good 
effect if the number of nodes in the hidden layer is designed reasonably. In order to 
reduce the computational complexity we design three-layer BP neural network and it 
is shown in the following picture 2. 
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Fig. 2. Three-layer BP neural network 

The early warning of the plant diseases and insect pest’s three-layer BP  
neural network contains input layer, hidden layer and output layer. The number  
of neurons in input layer is determined by the input indicators. The BP  
neural network model needs optimizing through certain methods, the model  
needs training through the sample data and finally the prediction model is 
determined. 

3.3 Early Warning Analysis Based on Real Sensory Data Analysis 

Internet of things[9] is a constituent part of new generation of information technology. 
It makes real-time acquisition through the technology such as the sensor, radio 
frequency identification technology and global positioning system. The collection 
content includes any objects or process that needs monitoring, connecting and 
interacting and various information such as temperature, humidity and light. It can 
achieve the ubiquitous link among things and things, things and people through 
accessing to various possible networks and then realizes intelligent perception, 
identification and management to the objects and the process. 

It will achieve the desired effect to apply the modern communications 
technology and the Internet of things technology to the field of agriculture and use 
of artificial neural network model to analyze the pest early warning. It takes 
advantage of varieties of sensors to accurately monitor facility environmental 
factors, which makes the facility environment be in real-time monitoring. 
Meanwhile, it collects and processes various data[14,15]. Therefore, the paper put 
forward real-time sensing data-based early warning analysis and its treatment flow 
is shown in Figure 3.  
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Fig. 3. The process flow of the early warning analysis based on real-time sensing data 

4 Comparisons and Analysis 

Based on the research of the pest warning algorithm model we make a contrastive 
analysis of various model and summarize their excellences and weaknesses. They are 
shown in the table 1. 

There are many algorithm for pest early warning analysis, such as genetic 
algorithm, BP neural network, radial basis function neural network, rough set theory, 
information fusion algorithm and statistical algorithms. The pest early warning model 
is built based on these algorithms. At present, common forecasting model at home and 
abroad are univariate decision judgment model, multivariate linear judgment model, 
multiple logical model, multivariate probability ratio regression model, artificial 
neural network model and combined forecasting model. 

Table 1. The Result of the Comparison and Analysis 

the early warning algorithm  advantages shortcoming 
genetic algorithm The global search capability is 

Strong. 
Local search ability is weak. 

BP neural network algorithm Local search ability is strong. Convergence speed is slow; 
local minimum; point 
instability.  

Joint Algorithm These algorithms complement 
each other. 

There is not defect. 

   Sample data 

   Data process 

   Real-time data 

   Prediction results 

The neural network 
model 

   Large data storage 

   Data model storage 
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5 Conclusions 

At present, pest warning technology of high intelligence and precision in the field 
agricultural is still in the research and development stage and needs constantly adding 
new practices and technologies during the process of the early warning research. The 
early warning of the crop diseases and insect pests will become an effective way to 
solve the problems emerging in the process of insect control .It takes Internet of 
things as its core and combines the communication technology, cloud computing, as 
well as the big data technology. So this early warning method will be more accurate 
and timely for the diseases and insect pests forecast and improve the overall level of 
the agricultural disaster prevention and counter-disaster. 
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Abstract. The mobile Internet and 3G mobile terminal has brought profound 
changes to people's life in the city, and also affected the way of production, life 
and thinking of farmers gradually. Due to the surveys conducted in various 
counties of China, Farmers are possible to obtain and share mass of external 
information and communicate with others far away from them whenever and 
wherever. However, the mobile internet just solved the hardwares of 
information acquirement. How to get the useful information, how to identify the 
information and how to use the information? All these questions have always 
baffled the farmers. Based on that, the author put forward suggestion as using 
cloud computing and cloud services to integrate and share agricultural and rural 
production and living information, equipping grass-root agricultural technician 
with 3G terminal to help farmers dealing with practical problems in agricultural 
production and using SNS to help farmers setting up mobile Internet social 
relationships for information sharing to solve all these problems in mobile 
internet era. 

Keywords: Mobile Internet, Farmers, Cloud computing, agricultural technician, 
SNS. 

1 Introduction 

Mobile Internet is a whole body that combines mobile communication with Internet. 
With the rapid development of broadband wireless access technology and mobile 
terminal technology, people are eager to access to Internet for getting information and 
services whenever and wherever, especially leaving the computer. In recent years, 
mobile Internet developed rapidly, at the end of the September of 2012, the global 
mobile Internet users reached 1.5 billions. 

In recent years, the China has been committed to product agricultural production 
and to develop sustainable agriculture in many rural areas. For the purpose, 
developing and training farmers is the most essential issue in China. Currently, 
experienced farmers are seriously exhausted and few of them prefer staying in remote 
areas. Because of the large population of farmers and complex agriculture industry 
structure from the western world, developing agricultural ICTs in Chinese farmers 
needs to adopt special way.  
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Farmers as a special and large group in China, what they are effected and their 
response is an important issue related to the future and destiny of the country, and will 
directly affect the implementation of long-term sustainable development strategy of 
China's agriculture and rural areas. In view of this, the aim of this paper is to analysis 
the way of production, life and thinking of farmers in mobile Internet era, find the 
Find the crux of the problem, advantages and disadvantages of the mobile terminal 
that affected the farmers. Following that, combined with the characteristics of the 
application of mobile internet in recent years, this paper put forward some 
countermeasures, that is using cloud computing and cloud services to integrate and 
share agricultural and rural production and living information, equipping grass-root 
agricultural technician with 3G terminal to help farmers dealing with practical 
problems in agricultural production and using SNS to help farmers setting up mobile 
internet social relationships for information sharing to solve all these problems. 

2 Survey and Methods 

2.1 Experimental Samples 

Since 2010, Agricultural Information Institute, Chinese Academy of Agricultural 
Science (AII-CAAS) have conducted an ICT demonstration program in Miyun county 
of Beijing(north of China), Xinhua county of Jiangsu Province(east of China), Linyin 
county of Henan Province(Middle of China) and Turpan region of Xinjiang Xinjiang 
Uygur Autonomous Region(North-east of China). That is to guide the demonstration 
farmers and agricultural technicians to use smart phones(3G) to improve their ability 
to get agricultural information and participate in online communication. Based on 
that, this survey was conducted in these four counties and 120 farmers was 
interviewed in September 2012.  

2.2 Experimental Methods 

The purpose of the research is to deeply probe if mobile internet and terminal better 
support farmers’ long term agricultural products, agricultural development and rural 
life.  

In the research, the author address farmers’ background and problems through 
exploratory study that utilizes grounded theory approach and use triangulation method 
to developing and refining research questions and data collection. The 
epistemological perspective is oriented toward cataloging and developing explanatory 
frameworks for the variety of behavior patterns that are becoming increasingly 
obvious to all systematic observers.  

While in interviewing, the author will collect data to describe and test the data 
through surveying/observing in the research process.The research will focus on Key 
informant interviews and a focus group to analyze and identify strengths, weaknesses, 
opportunities and threats (SWOT) of the research program. The interview is a 
conversation to get specific information and deep drawing research theme. During the 
interview, the author will encourage participant to describe his/ her background or 
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successful experience to make a relax atmosphere, and it will design a questionnaire 
to probe the program and guide the topic around the purpose.  

According to the surveys and data, the research put forward suggestion for the 
decision maker, technicians and farmers in mobile internet era. 

3 Way of Production, Life and Thinking of Farmers in Mobile 
Internet Era 

The mobile Internet and 3G mobile terminal has brought profound changes to people's 
life in the city, but also affected the way of production, life and thinking of farmers. 

3.1 Effect on Way of Production of Farmers 

Farmers usually adopt the very best picked seeds, fertilizer and pesticide to improve 
productivity. However, they are more eager to obtain more instruction on anti-pest 
management, updating planting techniques and changing conventional farming 
methods in the light of the market needs. With the rapid development of modern 
network and information technology, relationships between production information 
and farmers have been brought into closer connected.   

3.1.1   Acquire Agricultural Production Information from Various of Channel 
In recent years, many farmers are possible to use mobile internet to obtain mass of 
external information whenever and wherever, and no longer confined to traditional 
literature, newspapers, radio, telephone, television. However, in the past, they need to 
go to information center in their village or town to search information online. Many 
farmers have learned not only to browse the webpage, but also to use blog, micro-
blog, wechat to communicate with others far from them, such as in another town, 
county or province. They  actively joined or establish QQ group, circle of interest to 
share information and exchange agricultural production information, so they can 
introduce new varieties of crops or vegetables,or new technology, machine to 
improved the yield and their income. They have no longer played a passive role for 
acceptance of knowledge and information, but actively choose to get the information 
they need. 

3.1.2   Change the Structure of Agricultural Production 
Various channel for information acquirement have facilitated the farmers to be 
educated, and also significantly enhanced the farmers’ creativity. Many farmers are 
no longer limited in planting traditional crops,livestock and Aquatic product, they 
started to plant and raise special, superior product to get more money. Some farmers 
are no longer limited to land management, they started to set up their own workshops 
and factories because they are easy to learn new technology and get help from 
professional people through mobile terminal and internet. 
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3.1.3   Increase the Risk of Agricultural Production 
In mobile internet era, mass media provides us some inaccurate and false information 
all the time, that will make the farmers easy to lost money. Some farmers got the false 
information from micro-blog, wechat or webpages and trust it without field 
investigation, then suffered tremendous of losses. But on the other hand, in some 
underdeveloped rural areas, the asymmetry of information make the farmers in 
inferior position in market,the farmers are difficult to grasp market information timely 
for planting structure adjustment, so they can not produce marketable products and 
can not get good price.  

3.1.4   Improve the Systematism Degree of Agricultural Production 
Convenient information acquirement and communication will gradually lead the 
farmers to produce in a professional way. Variety of production cooperatives, farmers 
associations, professional and technical associations, leading agricultural enterprises 
and family farm have come into being. Farmers can obtain production and market 
information systematically whenever and wherever.When the farmer’s individual 
rights and interests are violated, the organization agent on behalf of individuals will 
conduct the negotiations with counterpart to safeguard the interests of farmers. Before 
the production, farmers will plan and adjust the production structure according the 
analysis market supply and demand information, during the production, farmers can 
get the help from experts or massive information online, after the production farmers 
can release sales information of farm product by mobile terminal at any time. Farmers 
have swinged from individual management to intensive and scale management, and 
become the real competitive market players. 

3.2 Effect on Way of Life of Farmers 

The popularization of terminal and mobile Internet not only provided the farmers a 
variety of educational opportunities and sharing of information resources, but also 
changed their life style. 

3.2.1   Enrich the Entertainment of Farmers 
With the popularization of a variety of mobile phones, application software and 
network everywhere in rural areas, farmers have opportunity to enjoy more cultural 
exchanges and entertainment services, that have enriched their spiritual life, and 
improved their quality of life. In the past, while in slack season, farmers usually spend 
leisure time on playing cards and mahjong. But now the farmers can not only watch 
TV, but also can use intelligent mobile phone to contact with the outside for booker, 
buy stock, read the news online, watch movies and play games etc.. 

3.2.2   Facilitate Farmers’ Life 
Mobile internet facilitate farmers’ communication with outside. They no longer have 
to worry about going out and lost outside. As for management of village affairs, 
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meeting and discussion and marriage event in rural areas, they no longer need to be 
informed door by door and ask somebody to take a oral message, they can notice 
them at any time and everywhere. They can break the occlusion to understand 
domestic and foreign news and other useful information in the world. Although they 
work in their field, they still can have a direct dialogue face to face with agricultural 
experts in the institute through the mobile internet terminal. T hey can ask questions to 
the expert and get the advice through the screen. With the development of e-
commerce in the rural areas, farmers can timely know agricultural products supply 
and demand in the fields. 

3.2.3   Broaden the Employment Channel for Farmers 
In the past, farmers often stick to their fields of agricultural production. Because of 
low efficiency of traditional agricultural production, the rural health care, children 
education have become a heavy burden for farmers. Now farmers can find out the 
demand according to their ability through the mobile internet, they can find way out 
of original narrow space to have new business or go to the city to find a new job for 
more money. These changes have sped up the integration process of rural 
urbanization in china. 

3.2.4   Improve the Spirit and Outlook of Farmers 
In the past, farmers have a weak legal concept, and lack of consciousness to use the 
law as weapons to protect their own legal rights.This asymmetry of information make 
the farmer's legitimate rights easy to be violated. Now, farmers can conveniently 
obtain the relevant legal knowledge to protect their own rights and interests, they can 
express their dissatisfaction or expose the problems through the website, micro-blog, 
weichat etc..In addition, since farmers have acquired new information actively, they 
have increased their knowledge, strengthened self-confidence and improved the social 
status gradually. 

3.3 Effect on Way of Thinking of Farmers 

Way of thinking is the program and method of people’s thinking formed of factors in 
certain cultural background, knowledge structure and habits. In mobile Internet era, 
rapid and timely dissemination of information, knowledge popularization, information 
acquired by passive steering interaction change, have effected the concept and mode 
of thinking of farmers. 

3.3.1   Excite the Creativity of Farmers to Become Rich  
Farmer's way of thinking are influenced by region, the scope of activities, cultural 
atmosphere and other factors. Network and terminal of mobile Internet have been 
spread the external information to every corner of the rural, thus broken the 
constraints of region,the scope of activities and cultural atmosphere, and extremely 
triggered the farmers’ ability of thinking and imagination. This kind of imagination 
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can help the farmers to break away from the constraints of direct space and real space, 
and enter the possible and ideal space, then establish the target quickly. It can favor 
the innovation of knowledge and technology of farmers, so they will create new 
inspiration and new ways to get rich. 

3.3.2   Improve the Capacity of Farmers to Accept Education 
Mobile internet bring the farmers instant information communication and abundant 
information resources, make the farmers’ understanding of the outside world far 
beyond what they can directly experience of their living world. So the interest of  
understanding external world of farmers was greatly stimulated. Acceptance of 
education of farmers will swing rapidly from passive to active,they have been infected 
by the surrounding farmers who got the information and became rich. They actively 
offered to accept knowledge and education, use modern information technology and 
equipment to link with the outside world as soon as possible. Based on that, under the 
improvement of basic education facilities, rich information resource of practical 
production technology, life knowledge and training in rural areas, farmers' ability to 
accept the education will be improved greatly. 

3.3.3   Test the Farmers’ Ability to Identify the Right Things 
Large quantities of Agricultural and rural information resources were sent to the 
farmers through the terminal of mobile Internet. They are information of practical 
production technology, market and healthy entertainment information etc., in the 
same time, some of them are information of fraud, superstition, pornography and 
violence and negative decadent content. The latter will harm the farmers with low 
education. So it is a test for the farmers to correct the discrimination of things, and 
will force the farmers gradually to learn how to make a judgment and choice. 

3.3.4   Get Rid of the Superstitious Feudal Idea of Farmers 
The countryside is a place with high-rate occurrences of superstitious feudal ideas and 
rumors. The mobile internet and other advanced means of information dissemination 
have linked the rural and outside. Farmers gradually get and master more scientific 
knowledge, understand that they should consider all kinds of relationships with the 
things around when they deal with complex things. Thus they can break the shackles 
of traditional ideas and thinking, open to consider new problems, solve new 
contradictions and accept new things, gradually they will move away from the idea 
and the custom of feudal superstition. 

4 Suggestions for Farmers in Mobile Internet Era 

Mobile Internet brings farmers many conveniences, but also raises a series of new 
problems. In view of this, the author puts forward the following suggestions. 
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4.1 Using Cloud Computing and Cloud Services to Integrate and Share 
Agricultural and Rural Production and Living Information 

In China, scattered agricultural production mode determines the agricultural 
information resources scattered, the cost of collection is high, and it is difficult for 
integration. At the same time, most of the integration are often for professional data 
resources from some scientific research institutions. In fact, large number of 
information kept by rural grassroots technicians, experts and managers and 
communicated in agricultural production activities can not be integrated and shared. 
This information plays an important role in the guidance of Agricultural production. 
As a sharing infrastructure, cloud computing can easily integrate various of 
information resources. Cloud storage make all types of users access to their own data 
and others by using a variety of terminals, establish their own information center 
without worrying about memory and servers. Low cost cloud storage can reduce high 
data collection costs, broaden the information service breadth, reduces information 
threshold and improve the information service benefit. 

The requirements of information technology ability for terminal user are very low 
under cloud computing environment. It is what the groups of farmers needed. Farmers 
can use a variety of terminals to access the cloud, it can be a computer or mobile 
phone with Internet and browser. Do not need to install a wide variety of applications, 
do not need to care about data storage location and security of the data, whether it 
upgraded or not, even without antivirus software and firewall. All this work is 
finished by cloud computing center, professional cloud team will provide professional 
services to the user. 

Under the cloud computing environment, agricultural information consulting 
becomes simple (as shown in Fig.1). The farmer put forward request, cloud services 
platform get the request, decide its types and characteristics, according to different 
agricultural information service advantage, it will schedule problem automobility and 
specify one agricultural service organizations to answer user’s questions.Cloud 
service platform can be regarded as black box between the farmers and the 
agricultural information service institutions, it plays the role of scheduling, allocation 
of resources and assisting the advisory communication. Due to the adoption of joint 
service mode, farmers can get solutions soon. 

 

Fig. 1. Agricultural information consulting platform under the cloud computing 
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4.2 Equipping Grass-root Agricultural Technician with 3G Terminal to Help 
the Farmers to Deal with Practical Problems in Agricultural Production 

Grass-root agri-technique extension related to food security, farmers’ income and 
rural development. In mobile internet era, most of farmers are easy to get information 
from the internet and communicate with outside. However the mobile internet only 
solved the hardwares of information acquirement, how to get the useful information, 
how to identify the information and how to use the information still puzzled the 
farmers. Abundant information have broaden the knowledge of farmers, but a wide 
range of knowledge, if can not be combed, is often scattered and inefficient. As for 
farmers, the important is not to get the information for production activities, that is 
how to use it. In many countryside area of eastern coastal area, because of the fast 
economic development, information construction developed faster, the wireless 
broadband Internet access is not a problem, but the reality is, application level is very 
low. Since most of them are low educated, so they really need the grass-root 
agricultural technicians to help them.  

Ministry of Agriculture, P.R.China have focused on enhancing the problem-solving 
ability of grass-root technicians by trainings and helping farmers solving the problem 
of agricultural production on the spot many years ago. However, limitation of 
timeliness and specificity of the information always puzzled the technicians and 
farmers. So it is necessary to equip the grass-root agricultural technician with 3G 
terminal for timely problem-solving of agricultural production for the farmers.  

 

 

Fig. 2. Agricultural Extension Platform System 
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Through 3G terminal, technicians can educate farmers information awareness, 
enhance their ability to use information. Then they can educate the farmers about the 
new agricultural technology and ask for help from related institute and university by 
video conference system or submit the questions while they went to help the farmers. 
Moreover, technicians can be managed in a high efficiency by problem-solving record 
and GPS location. So the officers of agricultural management department can 
motivate them in a measurable way. 

Now Chinese Academy of Agricultural Sciences have started to establish an Agri-
technique Extension Platform System to provide the service for agricultural 
technicians with 3G terminal installed Android system, that will allow technician to 
get timely and detail problem-solving information or guidance to help the farmers(as 
shown in Fig 2).  

4.3 Using SNS to Help Farmers Setting Up Mobile Internet Social 
Relationships for Information Sharing 

In recent years, social networking (Social Networking Services, SNS) is developing 
rapidly in China and abroad, brings an Internet revolution, some comments regarded 
that as the signs of Web3.0 times, and it bring about an all-round experience for 
Internet users. The development of SNS based on the "six degrees of separation" 
theory and the "150 law". Six degrees of separation (Six Degrees) refers to a person 
with a stranger by interval not more than 6 person. SNS has its unique development 
space in the complex human society. 

The SNS site, in foreign countries, it was represented by Myspace, Twitter and 
Facebook etc.. In China, SNS also develops rapidly. Renren, Kaixin, and 51.com 
makes SNS particularly conspicuous in China's Internet market. At the same time, 
Tencent, Sina, Sohu and other companies have also introduced SNS development 
strategy. With the advantages of true user information, clear relationship, content 
diversity, easy and convenient resource management, and combined with mobile 
communication technology, SNS has been widely praised by China's Internet users. 

SNS with its unique attraction and high user viscosity, can greatly improve the 
farmer online interest, and further enhance its Internet operation ability, so that 
farmers can take the initiative to learn new technology, new method. Therefore in the 
mobile Internet era, using SNS to help farmers to set up mobile Internet social 
relationships, it will convenient for farmers to exchange and share the information of 
agricultural production, rural life, purchase and sale of agricultural products with 
others outside. 

It is worthwhile to note that agricultural SNS is different from the commercial 
SNS, it must consider the actual needs of agriculture and farmers in the initial 
construction. In addition to rely on agricultural technicians, big farmers, experts 
exchange information, we also should rely on the existing scientific research 
resources to establish useful agricultural knowledge database. Using open API, the 
existing agricultural service concepts and technologies are integrated in the SNS 
platform, that can promote the agricultural SNS service capability and increase the 
users and resources, and mining the knowledge generated by users. With the rapidly 
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growing of agriculture SNS user, the docking of supply and demand of agricultural 
products can bring huge profits for the website, such as the Taobao, 58 city and so on, 
that also can solve the practical problem of agricultural products sales for farmers. 
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Abstract. This paper is a comparative study of domestic and overseas in the 
aspect of agricultural information technologies research progress. In domestic, 
it is short of independent development of core technology in precision operation 
integrated system. The key problem that needs to be resolved in agricultural 
information acquisition and analysis technology is how to improve the 
accuracy, the agricultural products information collection technology is still a 
blank. Lacking of shared and integrated simulation platform in agricultural 
digital model and virtual technology, and agricultural productivity prediction 
and early warning technology still needs to be improved. In the technology of 
agricultural intelligent decision, China is blank in the field of knowledge grid, 
knowledge sharing cannot be achieved. The high technical cost and the low 
operation reliability are the main problems in agricultural intelligent equipment. 
In modern agricultural mechanical equipment technology, China is lack of 
uniformed standards and regulations. There is a big gap between domestic and 
overseas in rapid detection technology and bio-mechanical composite 
technology.  

Keywords: Agricultural information, technology, domestic, overseas. 

1 Introduction 

The modern advanced agricultural information technologies have been much interest 
in not just precision agriculture (PA), but also in areas where precision operation 
technology integrated system, agricultural information acquisition and analysis 
technology, agricultural digital model and virtual technology, agricultural intelligent 
decision technology, agricultural intelligent equipment technology, modern 
agricultural mechanical equipment. And these technologies were fast developed in the 
world-wide, especially in some developed countries. 

China has occupied the first positions in the list of countries with the fastest 
growing 100 cities. The implications of such dramatic shifts for economic 
development, urbanization and energy consumption are immense [1]. However, China 
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as a large agricultural country, the application of information technology in 
agriculture area is at the starting stage, but has achieved great accomplishments. The 
aim of this paper is to comparative analysis on agricultural information key 
technologies of domestic and overseas that will promote the communication and 
development of the technologies in the world-wide. 

Rapid socio-economic changes in some developing countries, including China, are 
creating new scopes for application of agricultural information technology. PA is 
conceptualized by a system approach to re-organize the total system of agriculture 
towards a low-input, high-efficiency, and sustainable agriculture. Many researchers 
applied the precision technology to manage farmland product system and agricultural 
product traceability system etc. FH Wang [2] pointed that there were many soft and 
hardware, such as 3S, farmland information acquisition system, and intelligent field 
variable-rate operation system etc. were studied and applied in China. Besides, four 
key technological components, i.e., field information collection, field information 
management, variable-rate decision-making, and variable-rate technologies were 
analyzed and evaluated; the impacts of precision agriculture on farm input, crop yield 
and quality were summarized; the barriers for development and adoption of precision 
agriculture were also pointed out by CJ Zhao etc. [3, 4]. NQ Zhang etc. [5] have 
provided the impact of precision agriculture technologies on farm profitability and 
environment, worldwide applications and adoption trend of precision agriculture 
technologies, and potentials of the technologies in modernizing the agriculture in 
China.  

Related research has overwhelmingly showed that rural residents have an extensive 
range of information needs, with agricultural technological information, market 
information, income generation information and policy information being the most 
needed; and that they rely very much on interpersonal relationships for acquiring both 
general information and information for agriculture production [6]. Therefore, the 
agricultural information acquisition and analysis technology is urgent demand in rural 
area. Lake [7] reported that studies of Internet adoption in the general U.S. population 
had produced estimates of 60 to 100 million households using the Internet. Within the 
U.S. farm population, Internet adoption in 1999 was estimated at 43% for U.S. farms 
with sales over $100,000 [8]. Computer adoption on U.S. farms has been studied by 
many researchers. Business characteristics such as experience with other technology, 
the use of farm records services, the use of consultants, the size of the farm business, 
the complexity of the farm business, the level of farm income, the type of 
commodities produced by the farm, and the number of employees have been 
hypothesized to affect PC adoption [9, 10, 11]. These studies have taken the 
perspective that the computer is an integral tool for turning farm data into information 
upon which management can act. In other words, the computer is a key element of the 
managerial information system (MIS) on most farms [12]. 

Worldwide, farmers are increasingly purchasing and using on-farm computers to 
provide decision support information and assist in meeting their tax and other 
reporting commitments. While, having purchased, the farmers clearly believe the 
investment is justified, there is some before and after data to support this conclusion. 
[13, 14] Nuthall[15] pointed out that, on average, the profit has tended to increase 
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after purchasing a computer. However, the wide variations and involvement of many 
factors make categorical conclusions difficult. It leaves open the question whether 
computer technology makes it easier for good managers to make decisions that in the 
past were of a similar quality but took longer to obtain, perhaps with subconscious 
observation and intuition, in contrast to the computer based decision systems actually 
creating valuable new information.  

In agriculture production, we have a well-established range of instruments for 
measuring variables such as mass, volume, temperature, relative humidity, gas and 
fluid flow. All are capable of working reliably in the agricultural environment, with 
sufficient accuracy for most purposes. Usually they are based on a sensor in direct 
contact with the solid, liquid or gas concerned [16, 17]. 

Drabenstott [18] has identified five challenges that will be critical in shaping the 
rural economic outlook in the USA, but they applied to many other settings as well: 
tapping digital technology, encouraging entrepreneurs, leveraging the new agriculture, 
improving human capital, and sustaining the rural environment. Three of the five are 
connected rather directly to the digital economy and the use of information and 
communication technologies (ICTs): digital technology, entrepreneurship, and human 
capital. The new agriculture also exploits new technologies and assembles them 
(GPS, databases and geographic information systems) into precision agriculture to 
optimize agricultural inputs to specific locations, perhaps with little involvement of 
farmers’ themselves [19].  

Fountas etc. [20] described the development of a system based model to 
characterize farmers’ decision-making process in information-intensive practices, and 
its evaluation in the context of precision agriculture. A participative methodology was 
developed in which farm managers decomposed their process of decision-making into 
brief decision statements along with associated information requirements. A 
knowledge-based intelligent e-commerce system for selling agricultural products was 
found out by W Wen [21]. The KIES system not only provided agricultural products 
sales, financial analysis and sales forecasting, but also provided feasible solutions or 
actions based on the results of rule-based reasoning. 

Use of computers and sensors for real-time decisions in cropping systems is 
increasing rapidly. Yet, the value of technology can be best realized when integrated 
with agronomic knowledge, resulting in a seamless process of assessment, 
interpretation, and targeted operation [22]. Henten [23] etc. indicated a procedure and 
the results of an optimal design of the kinematic structure of a manipulator to be used 
for autonomous cucumber harvesting in greenhouses.  

Research activities concerning automatic guidance of agricultural vehicles have led 
to various solutions. Sensors, including mechanical ones, global navigation satellite 
systems (GNSS), machine vision, laser triangulation, ultrasonic and geomagnetic, 
generate position, attitude and direction-of-movement information to supply control 
algorithms. In America, a conceptual framework of an agricultural vehicle guidance 
automation system includes navigation sensors, navigation planner, vehicle motion 
models, and steering controllers [24]. In Europe, Keicher [25] etc. indicated that it 
was depending on who is funding the project, the systems range from a PC, with a 
frame grabber or a GNSS receiver used to guide an implement along a predefined 
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path with speeds up to 3 m/s, to a multiprocessor bifocal road recognition system for 
autonomous cars driving on motorways with a speed of 130 km/h. 

All the development of agricultural information technologies in the world-wide is 
as to improve agriculture production efficiency and farmer income, reduce the 
damage to environment, and promote the sustainable development of agriculture. 

2 The Key Technologies 

2.1 Precision Operation Technology Integrated System 

In China, it is immature of the precision control technology, and the precision 
operation guidance system is not very reliable. The theoretical research on zoning 
management is not enough, and its system application cost is very high. Generally, 
the precision operation integrated system is lack of core and key technologies. 

Table 1. Precision operation technology integrated system 

Key technology Comparison 
Precision soil 
preparation and seeding 

Overseas: the application of precision seeding operation has been 
widespread 
Domestic: laser has been applied in soil preparation 

Precision operation 
technology 

Overseas: variable-rate fertilization, precision irrigation, 
intelligent  spray, mechanical weeding have been achieved 
Domestic: variable-rate fertilization of single fertilizer has been 
accomplished 

Precision zoning 
management and 
prescription map 
technology 

Overseas: the application of zoning management and prescription 
map technology has been popular 
Domestic: variable-rate fertilization on single plot has been used 
in the demonstration stage 

Precision guidance 
system 

Overseas: auto and assistant guidance system has been used on 
farmland operation 
Domestic: assistant operation guidance has been used on regional 
demonstration 

Precision integrated 
system 

Overseas: the technology has been applied in field, orchard, 
greenhouse, animal husbandry, fishery and forestry 
Domestic: only the main field crops have been demonstrated 

 
Gao Liangzhi [26] accounted that agriculture system is a complex system which 

composed of agricultural biology, agricultural environment, agricultural technology 
and agricultural economy—the four subsystems, with a certain internal relations. Luo 
Xiwen [27] introduced the precision agriculture technology system from the thought 
of technology, supporting technology, operation process and application examples. 
Zhao Chunjiang [3] analyzed and discussed the technology of precision agriculture 
system from the four key technological components of precision agriculture 
(information acquisition, information analysis, decision making and decision 
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implementation). Cao Hongxin et al. [28] discussed the digital cultivation framework 
and technical system. 

Precision agriculture cannot work without the construction of agricultural 
information infrastructure, and the basic of infrastructure construction is the network 
connection device. According to the statistics of USDA in 2009, digital subscriber 
line (DSL) was the most common method of accessing the Internet. The second is 
Satellite and wireless, and cable is the third method. In China, the infrastructure 
building in Beijing had certain scale, and the network coverage in rural counties and 
the rate of network into villages almost reached 100% [29].  

2.2 Agricultural Information Acquisition and Analysis Technology  

In the international, sensor is developing rapidly but in China, it is still in the primary 
stage. The cost of sensor research in agriculture is high and its accuracy is much low, 
that is the same difficulty as agricultural information acquisition technology. China 
had no research inthe key technology of agricultural products information collection. 
Lack of sharing platform,model design and low monitoring accuracy which are the 
significant problems in remote sensing. 

Table 2. Agricultural information acquisition and analysis technology 

Key technology Comparison 
Growth information 
acquisition technology 

Overseas: crop growth, physical and chemical properties, disease 
pest and weed have been detected intelligently 
Domestic: sensor detection of plant growth has been 
accomplished 

Soil information 
acquisition technology 

Overseas: sensor system online measurement of the main soil 
physical and chemical properties has been achieved 
Domestic: sensor system achieved the measurement of soil 
moisture and hardness 

Agricultural  products 
information collection 
technology 

Overseas: nanotechnology and biochip technology etc advanced 
technologies have been widely used 
Domestic: the traditional methods have mainly been adopted  

Remote sensing 
information acquisition 
technology 

Overseas: remote sensing have been applied in determination of 
soil physical and chemical properties and crop growth, and 
fertilization recommendation on internet 
Domestic: remote sensing has been used in crop classification, 
farmland area estimation, growing of large-range detection 

 
The key information technologies in agricultural inforamtion acquisition, it mainly 

included of some aspects as below: the rapid detection technology, auto identification 
technology, the system and platform of agricultural products, network technology and 
database technology.[30] 
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In university of California, Davis, a new test scanner was developed which used in 
testing the wine whether deterioration without opening the packaging. The 
development of the scanner referred to the magnetic resonance imaging (MRI) 
technology which is widely used in the field of medicine; it can detect acetic acid in 
wine. In Germany, there was a light, rapid and effective PEN2 electronic nose system, 
it was used in inspecting and testing gaseous matter and steamy, now all the scent of 
meat, fruit, yogurt, milk, alcohol and coffee etc could be tested by it. [31]. 

Beijing CapitalBio Corporation and Beijing Entry-Exit Inspection and Quarantine 
Bureau cooperated to develop ‘Protein Chip Veterinary drug residues in protein 
microarray platform’, multiple samples in a variety of veterinary drug residues could 
be detect on the same chip [32]. Changchun Jilin University Instrument Co., Ltd 
developed a serial of measuring instruments, one of them is ‘Pesticide Residues in 
Food Supplies fast detector’, it can be applied to flour, rice, soybeans, green beans 
surface-site rapid detection of pesticide residues [33]. Chinese Military Academy of 
Medical Sciences used indicator paper and the light reflection sensors to develop 
equipment: ‘portable multi-function devices for food safety rapid testing’. It was the 
first time to blend the following technologies together, such as electro-optical 
technology, sensor technology, microelectronics, micro-mechanical technology, 
computer technology and food safety testing technology, the testing covered all kinds 
of food daily, each sample test only 15 seconds to 30 minutes [34]. 

Near infrared spectroscopy in the soil inspection has a good application, to 
determine soil moisture, organic matter, total nitrogen and available nitrogen, organic 
carbon and total carbon [35]. Laser-induced breakdown spectroscopy (LIBS) has 
emerged in the past ten years as a promising technique for analysis and measure [36]. 
A Laser induced breakdown spectroscopy (LIBS) system used for detecting heavy 
metals in polluted soil was established. Samples containing various heavy metals such 
as Cd, Cu, Pb, Cr, Zn, Ni and soil sample were analyzed by this system, and main 
spectral lines of heavy metals and main elements were recognized [37]. 

Shen Guanglei etc designed and developed a beef quality and safety traceability 
system via internet technology. The system adopted JSP to design the Object-
Oriented dynamic pages and adopted the MySQL to design the database. The B/S 
(Browser/Server) structure was used to put the management system on the internet, 
which implemented the management of beef traceability system via internet and made 
the beef traceability system be more networking and popularizing [38]. 

Based on analyzing agricultural products traceability and investigating the 
producing enterprises of agricultural products, agricultural products archive 
management system (FPAMS) with B/S (Browser/Server) structure was founded by 
using database technology [39]. 

2.3 Agricultural Digital Model and Virtual Technology 

In the digital agriculture area, there is seldom application in simulation object and 
dynamic model in China. The R&D of platform and model is lack of sharing and 
integration. Time, space productivity prediction and early warning need to be 
strengthened. 
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Table 3. Agricultural digital model and virtual technology 

Key technology Comparison 

Digital modeling 
technology of bio-
environmental system 

Overseas: the prediction of plant and animal growth, output and 
quality has been achieved 
Domestic: simulation of the growth and output of main crops 
has been accomplished 

Agricultural biologic 
form virtual 
representation 
technology  

Overseas: the morphological change process of main agriculture 
and forestry plant has been dynamic displayed 
Domestic: static virtual of the main agriculture and forestry 
plant on growth period has been accomplished 

Digital visual bio-
mimetic platform 

Overseas: function and structure coupled crop growth simulation 
system and components have been formed 
Domestic: crop growth and environment simulation system is 
still in build  

Agricultural biologic 
system virtual design 
technology 

Overseas: agronomy system design  and environmental effect 
assessment have been achieved based on scenario simulation 
Domestic: part of the virtual design and regulation has been 
used based on simulated evaluation 

Agricultural productivity 
prediction and early 
warning technology 

Overseas: model has been applied on region productivity 
prediction and management under climate change 
Domestic: productivity prediction and analysis under site level 
has been achieved 

 
The digital resource of ‘National Cultural Information Resources Sharing Project’ 

has reached 105.28TB, an accumulative total of 890 million people who got services. 
‘E-home’ is the primary public information service place in rural areas, its number 
had reached 824; China has more than 250 rural digital cinemas, nearly 40,000 digital 
cinema projection equipment in rural areas [40]. 

The potential for rural areas to benefit from telecommunications technology is a 
persistent question [41]. Rural America is digital: rural communities and people are 
connected to the Internet. The definitive 2000 report, Falling through the Net [42], 
and its 2002 counterpart, A Nation Online [43] found that rural households, which 
historically trailed those in central cities and urban areas, have shown significant 
gains in Internet access. 

2.4 Agricultural Intelligent Decision Technology 

The low utilized information and non-shared knowledge is the problem of agricultural 
information fusion and knowledge discovery technology in domestic. It is still a blank 
of the application of knowledge grid technology in the field of agriculture. In the 
decision support technology, the self-learning ability needs to be improved. 
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Table 4. Agricultural intelligent decision technology 

Key technology Comparison 

Information fusion 
technology 

Overseas: multi-information fusion technology has been 
achieved 
Domestic: information is scattered and not integrated 

Knowledge discovery 
technology 

Overseas: massive knowledge base building has been achieved 
Domestic: the structure of knowledge base is single and not 
uniform 

Knowledge grid 
technology 

Overseas: knowledge grid calculation technology has been 
achieved 
Domestic: the knowledge grid technology is just starting 

Decision support 
technology 

Overseas: intelligent agriculture decision service has been 
achieved 
Domestic: the application of expert system is very well 

 
At the moment, the AGROVOC thesaurus is mapped to the following recourses: 

EuroVoc [44], NALT [45], GEMET [46], LCSH [47], STW-Thesaurus for 
Economics [48], and RAMEAU [49]. With the launch of the AGROVOC linked open 
data [50], the stage is set for organizations around the world to start publishing their 
agriculture knowledge models by linking them to AGROVOC, as well as utilizing 
AGROVOC for resource management. Here in MIMOS, we are publishing four 
knowledge models in agriculture. The first being a generic crop ontology, followed by 
ontology each for tomato, corn and chili. Dickson Lukose briefly described the 
evolution of the LOD, the emerging world-wide semantic web (WWSW), and explore 
the scalability and performance features of the service oriented architecture that forms 
the foundation of the semantic technology platform developed at MIMOS Bhd., for 
addressing the challenges posed by the intelligent future internet[51]. 

2.5 Agricultural Intelligent Equipment Technology 

In China, the cost of network building and maintenance is very high of intelligent 
monitoring technology, especially the cost of sensor which applied in detection. It is 
weakness of the study foundation of the model intelligent control technology. Single 
species and low reliability are the problem of intelligent robot. 

At present, the farm computer equipment is mainly used to conduct online 
transactions. In 2009, 81 percent of U.S. farms with sales and government payments 
had access to a computer, 79 percent owned or leased a computer, 69 percent were 
using a computer for their farm business, and 76 percent had Internet access [52]. In 
Japan, about 34% households had PC, of which 12.2% had access to the internet [53].  
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Table 5. Agricultural intelligent equipment technology 

Key technology Comparison 

Intelligent monitoring 
technology 

Overseas: the multi-parameter detection simultaneously and 
wireless network have been achieved 
Domestic: single point monitoring and wireless transmission has 
been accomplished 

Intelligent control 
technology 

Overseas: linkage control based on growth and environment has 
been achieved 
Domestic: control technology has not been combined with 
growing 

Intelligent detection 
technology 

Overseas: the detection is intelligent and the operation is easy 
Domestic: intelligent environment monitoring hasn’t been 
accomplished 

Intelligent robot 
technology  

Overseas: intelligent robot has been developed in multi-domain 
Domestic: intelligent robot is still in developing and no mature 
products 

 
Gloya [54] found that in the USA, the producers were not sure as to how the 

information technology can best be used in their farm to create value. Furthermore, in 
India Raju [55] concluded that organizational linkages and networking capacities are 
to be strengthened for ‘digital unity’ to provide multiple opportunities to the 
agriculture communities to exploit local resources for their self-development. In New 
Zealand rural areas, farmers are increasingly purchasing and using on-farm computers 
to provide decision support information and assist in meeting their tax and other 
contracts management. While the farmers purchase on Internet, they clearly believe 
the investment is justified, although there is not enough data to support this 
conclusion [56].  

For China, the issue of agricultural communication development has been 
conventionally examined under labels such as universal service, digital, divide, 
broadband deployment, and e-government, which generally fall into two seemingly 
distinct categories—access and applications. In China, these concepts are currently 
incorporated into a single program, if not a single term—‘Village Informatization 
Program’ (‘VIP’) [57, 58]. 

2.6 Modern Agricultural Mechanical Equipment 

It is short of uniformed standards and regulations of large-scale agricultural 
operations control system in domestic. The intelligent equipment control level is 
lower than developed countries and lack of common platform. The rapid detection 
technology of agricultural products processing equipment still needs to be improved. 
There is no research in the area of bio-mechanical composite technology. 
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Table 6. Modern Agricultural mechanical equipment 

Key technology Comparison 

Large tractor operation 
control system 

Overseas: onboard communication, bus control, condition 
monitoring and self-walking function have been achieved 
Domestic: traditional integrated circuit and electric relay control 
has been used 

Large harvest 
equipment 

Overseas: intelligent cotton picker, grain combine harvester has 
been developed  
Domestic: there is medium-sized combine harvester, no 
intelligent cotton picker 

Hills operation 
equipment 

Overseas: hills operation has been mechanization 
Domestic: traditional walking tractor operation is still used 

Agricultural products 
processing equipment 

Overseas: fruit and vegetable classification, fisheries automation 
have been accomplished 
Domestic: fruit mechanical classification has been achieved 

Bio-mechanical 
composite technology 

Overseas: human-machine coordination and object tracking has 
been achieved 
Domestic: no research in this area 

 
Holland, Italy, France, UK, Spain, USA, Canada, Israel, Turkey, Japan, Korea, 

Australia and other countries started earlier in agricultural technology research 
facility, which developed fast and in the highest level of the world currently[59,60]. 
Xu Fang et al. summarized the survey and development of agricultural mechanical 
equipment in protected agriculture. It included machinery for seeding, transplanting, 
automatic engrafting, cultivating, harvesting and transporter for vegetable production. 
Flower-product ion machines and agricultural robots were also introduced. Some 
problems about the technical development of agricultural machinery in protected 
agriculture in the future are discussed [61]. 

3 Conclusions 

The key agricultural information technologies comparison of domestic and overseas 
shows that, although the beginning of China is late the development is very fast. But 
in some key technologies, there is still a large gap with the developed countries. The 
main problem of Chinese agricultural information technology is that the basic 
research and deep development is not enough, lacking of independent core 
technology, reliability and accuracy is low. The development of high accuracy sensor 
is the main technical difficulty, and the high cost is also a problem. In digital 
agriculture, it is short of deeply theoretical research and technology development, and 
the agricultural prediction and early warning ability still needs to be improved. There 
is no uniformed standards and regulations in mechanical equipment development, the 
low information utilization is a serious factor to restrict knowledge sharing and hinder 
intelligent decision support system development. It is still a blank in some technology 
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research fields in China, such as agricultural information collection technology, 
knowledge grid technology and bio-mechanical composite technology etc.  

China as a large developing country, there is no advantage to compare with 
developed countries in resource and environment etc. Currently, China is confronted 
with huge competitive pressure on the quality of agricultural products and benefit of 
agricultural production. There is much practical value and strategic significance in 
researching and developing agricultural information technology, to reduce agricultural 
production costs, improve the output and quality of agricultural products. 
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Abstract. Based on the analysis of characteristics and rules of the peanut 
diseases, this article sums up the table for peanut diseases diagnose, presents an 
expert system for peanut diagnose, information service. The architecture, 
functions, knowledge base and inference engine are designed. The system will 
greatly improve the prevention of peanut diseases. 

Key words: Peanut diseases, Diagnose, Expert system. 

1 Introduction 

There are many types of peanut diseases, happen frequently, which seriously affected 
the yield and quality of peanut. The occurrence of disease is affected by many factors. It 
is complex, boundary fuzzy, uncertainty, poor controllability (Wan, 2003; Wang, 1999; 
Sun, 1998). Due to the shortage of basic technical personnel and lack of knowledge, 
when peanut diseases occurs, the correct diagnosis and proper treatment can not be 
given at the first time, which bring about a large area of peanut diseases and seriously 
impact on the yield and quality of peanut. Therefore, the scientific and timely for the 
diagnosis and treatment of the diseases of peanut would be improved through studying 
the method of diagnosis and treatment of diseases of peanut and setting up peanut 
diseases diagnosis and prevention expert system. It’s especially good for the diagnosis 
and prevention of major peanut diseases, which would greatly enhance the level and 
efficiency of peanut diseases prevention and control. 

There are lots of research and application for plant protection expert system abroad, 
and there are many successful cases. Such as PLANT/ds soybean disease diagnosis 
expert system developed by the University of Illinois is the earliest development for 
agricultural expert system in the world. The tea (Camellia Sinensis) pest expert system 
(TEAPEST) developed by Ghosh (2003) is object-oriented expert system based on 
rules. It can identify the most diseases of tea plant, and achieved very good results in 
practical application. Apple disease management decision-making expert system 
developed by S. Haley can help farmers by providing advice, how to improve the apple 
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production, and can give proper means to diagnosis after identify the species, and this 
system is suitable for the less experienced personnel. 

In recent years, research and application of agricultural expert system in China 
developed quickly. Many agricultural expert system has been applied in practice and 
played an important role, and also has made great economic benefits and social 
benefits. Such as "corn diseases and insect pests prevention expert system" 
implemented by Jilin University and Jilin Academy of Agricultural Sciences, is one for 
the farmers based on uncertainty reasoning, multimedia and friendly interface 
technology (1999). Important vegetable pest diagnosis and consultation system 
developed by Zheng Yongli (2004) in Zhejiang Province is programmed by the 
object-oriented relational database Visual FoxPro 8.0, and it adopted the event-driven 
model such as properties, methods and events programming. While as for peanut, there 
is no expert system of peanut pest identification, which is systematic and helpful for 
users. Therefore, we would develop a peanut diseases diagnosis and prevention expert 
system. 

2 The System Development Tools 

The software is designed based on the operating system Windows XP, using VB6.0 as 
the expert system programming tool, Access 2003 as the background database, 
Dream-weaver as HTML browsing software, Photoshop6.0 to process the images. 

3 Structure and Function Design of the System 

3.1 Structure of the System 

The system is developed using the modular design thought. It’s composed of inference 
engine, database，knowledge base, system maintenance and user interface, etc. The 
core of the system is the knowledge base and inference engine. System has a modular 
structure, each module is independent, and the knowledge database and inference 
engine is separated, so it is easy to maintain and update. 

3.2 Function of the System 

In the principle of usability, the system realized the function of peanut disease 
diagnosis, disease information querying, scientific application of pesticides 
consultation and knowledge base maintenance, etc. Each functional module is 
described as follows: 

3.2.1   Disease Diagnosis 
Diagnose the diseases which have occurred in the current field, according to the 
characteristics of symptoms of disease the user supplied; then all the information of the 
diseases diagnosis will be given, including symptoms, etiology, pathogenesis, 
prevention measures and the picture for the characteristics. 
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3.2.2   Disease Information Querying 
The module provides advisory function for the user. It mainly provides disease 
symptoms, occurrence, control methods and other aspects of the information queried. 
There are five types of disease included, namely, fungal, bacterial diseases, viral 
diseases, nematodes disease, and noninfectious diseases. Users can query the 
information, learnt identify, improve the correct rate of the recognition only a simply 
click of the mouse. 

3.2.3   Advisory Scientific Medication 
Mainly to provide service of retrieval, query, consulting and learning about relevant 
information about commonly agricultural chemicals used in peanut. For example, 
characteristics of pesticide, the commodity name, English name, Chinese name, and 
control object toxicity, control method and characteristics of the function and so on.  

3.2.4   System Maintenance 
This part mainly used for maintenance of system database, knowledge base, picture 
library editing, updating, deleting, expansion and system program, etc.. Also it can 
detect the consistency and integrity of knowledge, to avoid redundant or the 
contradictions of old and new knowledge in the knowledge base, and make certain 
limits of user authority to ensure the normal operation of the system. 

4 Realization of System Functions 

4.1 Establishment of Database 

The system contains disease database, pesticide database and disease diagnosis 
database. The structure and examples of the three databases are as follows (table 1., 
table2., table 3.). 

Table 1. Structure and examples of diseases database 

Fields  Field type Field length Example 
Disease name text 14 leaf spot of peanut 

alias text 30 early leaf spot of peanut

Symptoms remarks automatically omit

Pathogens remarks automatically Groundnut Cercospora, belonging to ascomycotina 
fungi 

Disseminated 
cycle 

remarks automatically omit

Pathogenic factors remarks automatically The optimum temperature 25-28 •, the onset heavy, the onset heavy 
in rainy and humid climate,  

Prevention 
method 

remarks automatically Selection of resistant varieties, spraying pesticides 

Disease picture OLE object  omit
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Table 2. Structure and examples of pesticide database 

Fields  Field type Field length Example 

Chinese name text 10 多菌灵 

English name text 20 carbendazim 

Trade name text 30 MBC 

Categorical attribute text 20 bactericide 

Dosage text 100 25%，50%carbendazol wettable powder  

Control object text 200 
peanut seedling blight, stem rot, root rot, leaf spot, 

net blotch 

Toxicity remarks automatically Mouse acute oral LD50 8000-10000 mg / kg 

Matter need attention remarks automatically omit 

Table 3. Structure and examples of diagnose of diseases database 

Fields  Field type Field length Example 

Diseased location text 10 leaf 

Symptom 1 text 50 spot round or irregular in shape 

Symptom 2 text 50 spot with halo around 

Symptom 3 text 50 Spots of dark brown, large, yellow halo, Grey 

Mildew account raw when wet 

Disease name text 20 cercospora brown spot of peanut  

4.2 Realization of Disease Diagnosis 

4.2.1   Organization Structure of Knowledge 
Built diagnostic tree about disease (occurred in root, stem, leaf and plant) and 
characteristics of the damage, by collecting the characteristics of peanut diseases, 
summarizing these data and sorting out the peanut disease retrieval table, finally the 
making the retrieval table into diagnostic tree for computer program reasoning, as 
shown in figure 1. Each node in Fig. 1 corresponds to a group of knowledge. The 
method of diagnosis tree analysis will promote an unknown problem layer by layer, 
finally get the disease name. 
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Fig. 1. The knowledge structure of peanut disease diagnose  

Note： 

Group 2：Lesion round or irregular in shape. 

Symptom 21：Lesion tea brown or dark brown, with yellow halo, gray powder 

mildew in the wet spot surface 

Symptom 22：Stellate black spot at the beginning, chlorotic with halo, then reticulate 

brown spots, with small black protrusions. 

Symptom 23：The lesion sag middle, uplift at the edge, adaxially yellow-brown, 

caused perforation. 

Symptom 24：A dark brown irregular moire spot appears first in the tip and edge of 

the leaf, leaf rot off, when humidity is big, with white mycelium and sclerotium. 

The first layer: Onset location, there are four parts, the whole plant, leaf, root and 
stem. 

Second layer: Symptom group, which is the common features reorganized and 
extracted by a part of a disease experts and knowledge engineers. 

Third layer: Characteristics of disease symptoms, is the further detailed description. 
This system is distinct uniformly by the symptoms of 1, 2, 3. If give the conclusion 
directly by the symptoms of nodes, can get the final point, otherwise continue to 
establish the node, and so on, until all nodes come to the final node. 

4.2.2   Knowledge Representation 
The system adopts two levels including the rule frame and the body of the rule to 
describe the knowledge of disease diagnosis through the way of thinking and the 
hierarchical structure model that analysis of disease diagnosis. Rule frame reflects the 

Peanut Disease 

Plant Leaf 

Group 1  

Root Stem 

Group 2 Group 4 

Symptom 21 Symptom 22 Symptom 23 Symptom 24 

Brown spot Net blotch Scab Leaf blight 
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logic relationship between the premise and conclusion factor, which is a reasoning 
framework; the rule body reflects the value knowledge between premise factors and 
conclusion factors, it can contain formulas, may also have a set of rules. Its general 
form is: 
 
IF Ei(I) then A  
The Ei (1, 2, 3,...... , n), as the logic relationship of "and", Ei and A are collectively 

referred to "fact", "concept" or "factors" in "rule frame + rule body". Take the peanut 
leaf disease as an example: 

RSn:IF lesion mildew layer 
THEN Name of peanut diseases 

RB: IF gray mold on lesion 
THEN peanut brown spot 
IF lesions with white mycelium and sclerotium 
THEN peanut leaf blight 
IF lesion dark brown, in concentric rings of spots, with dark brown mildew 
THEN peanut brown spot 
IF lesion brown by yellow, dark brown edge with a yellow halo, rupture, like 

anxiety, with small black spots 
THEN peanut focal spot 
 

Among them, RS represents the rule frame identifier, n is rule frame number, and is 
also the rule group number. RB is the rule body identifier, and the downward to the next 
rule frame identifier are all the rule body content in the rule group. In the system, the 
rule groups are mutual independence, the group number can be identified arbitrary, as 
long as not to repeat, that is place of the rule group is arbitrary. System will put similar 
knowledge in the same group rules, such as the diagnosis of diseases based on leaf 
symptoms, rule body expresses the solution process to the conclusion set organically 
and naturally, avoiding redundant and dispersion in writing rules, knowledge base is 
compressed greatly, and the speed of reasoning is accelerate greatly. 

4.2.3 Realization of Inference Engine 
The system adopts depth-first method to perform comprehensive reasoning, by 
analyzing the process of peanut disease diagnosis, summarizing the experts’ advice and 
experience. The search tree for disease diagnosis established, and the search is from the 
top to down along the hierarchical structure of knowledge. The reasoning process of the 
system can be seen as a search process for the results along the search tree. 

The basic idea of depth-first search is: start from the initial node S, select a node to 
inspect among the child nodes, if not the target node, then select another node to 
inspect, search down so on and so on. When reach some child node, if the node is not 
the destination node also cannot continue to expand, and then select its sibling nodes to 
inspect. Take peanut leaf disease as an example: firstly, using reverse reasoning, to 
determine the position of peanut diseases is in peanut leaf, and then using the 
depth-first method forward reasoning, confirm the diagnosis group (i.e. initial node) for 
lesion plaque surface mildew layer, select a node in its child node to inspect, namely 
specific symptoms contained, if not the target node, then inspect in the next level of 
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symptoms, search down until the diagnosis results are obtained. If the diagnostic results 
are inconsistent with the actual, this disease is not the target node and also cannot 
continue to expand, then reselect the symptoms to inspect, repeat the process, until the 
results are obtained. 

4.2.4   Main Program 
Programming method to realize the function of disease diagnosis is as follows. 

Option Explicit 
Public db1 As Database 
Public str1 As String, str2 As String 
Public rs1 As DAO.Recordset 
Dim cn As Connection 
Dim rs As Recordset 
Private Sub Form_Load() 
Text1.Text = Date 
Text2.Text = "Taian in Shandong Province" 
Text12.Text = " Adult onset " 
Text3.Text = czqzd.Combo1.Text 
Text4.Text = czqzd.Combo2.Text 
Text5.Text = czqzd.Combo3.Text 
Text6.Text = czqzd.Combo4.Text 
Set db1 = OpenDatabase(App.Path & "\database.mdb") 
‘Match knowledge in rule base according to information the user selected 
str1 = "select * from bhzd where zz1 like '" + czqzd.Combo2.Text + "' and zz2 

like'" + czqzd.Combo3.Text + "' and zz3 like '" + czqzd.Combo4.Text + "'" 
Set rs1 = db1.OpenRecordset(str1, dbOpenDynaset) 
If rs1.BOF And rs1.EOF Then 
    MsgBox " There’s no symptoms according to your diagnosis, please choose 

the symptoms correctly!", vbExclamation, “diagnosis Suggestion" 
     Else 
     Text7.Text = rs1.Fields("bhmc") 
     rs1.close 
     db1.close 
End If 
  Set adocon = New Connection 
  adocon.CursorLocation = adUseClient 
  adocon.open "Provider=Microsoft.Jet.OLEDB.4.0;Data Source=" & App.Path 

& "\database.mdb" 
  Set rs = New Recordset 
  rs.open "binghai", adocon, adOpenDynamic, adLockOptimistic 
  rs.MoveFirst 
  On Error Resume Next 
  Do Until rs.EOF 
    If rs.Fields("Disease name ") = Text7.Text Then 
      Text8.Text = rs.Fields("alias ") 
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      Text9.Text = rs.Fields("Pathogens ") 
      Text10.Text = rs.Fields("Disseminated cycle and Pathogenic factors ") 
      Text11.Text = rs.Fields("Prevention method ") 

      Image1.Picture = LoadPicture(App.Path & rs.Fields("The image path ")) 
  Exit Do 
        Else 
      rs.MoveNext 
    End If 
  Loop 
    rs.MoveFirst  
End Sub 

The operation interface of peanut diseases diagnosis is as follows. 
Firstly, select disease symptoms according to the local actual situation (Fig.2). Then 

we get the diagnosis results after the “start diagnosis” button been clicked (Fig.3).  
 

 

Fig. 2. Interface of the symptom diagnoses Fig. 3. Result of the disease diagnose  

4.3 Realization of the Query Function 

The system will add the corresponding Chinese name exists in the peanut disease 
inquiries to the list of user interface box, gain the corresponding diseases of picture and 
text information, by selecting one of the Chinese name or calling the query function 
internal system by inputting known Chinese name. Retrieval function by English name 
or Chinese name is basically the same in design method. Take the disease Chinese 
name search as example; the programming method of realizing the retrieval functions is 
as follows: 
 
Private Sub cmdfind_Click ( ) 
‘ ‘Button after the user complete entering in the text box, to trigger the retrieval event, 
program starts' 
Data1.RecordSource = "select * from" & binghai & "where disease name =" & "'" & 
txtname.Text & "'" 
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‘ ‘Find the corresponding Chinese name in the library' 
If Data1.Recordset.recordcount <= 0 Then 
MsgBox "sorry, there is no information about what you find, make sure you typed it 
correctly" 
Data1.RecordSource = "select*from" & binghai 
End If 
‘‘There is not the corresponding Chinese name to find in the library, display a message' 
If Data1.Recordset.recordcount > 0 Then 
‘‘If find the corresponding Chinese name in the library' 
Data1.Recordset.movefirst 
richtextbox1.loadfile Str & txtname.Text 
‘‘Call the corresponding text information' 
image1.Picture = LoadPicture(Str & "data\picture\" & Data1.Recordset.Fields 
("picture" & m)". Value) 
‘‘Call the corresponding picture information' 
End If 
latin.Text = Data1.Recordset.Fields ("English name").Value 
''display English name corresponding with Chinese name ' 
End If 
End Sub 
‘‘End' 
 

We can get more information about a disease when we know the disease name. Click 
button of "query according to the disease name" in the query interface shown in Fig. 4. 
Select the name of the disease in the list, and then click the "search" button. It came to 
the interface of query result (Fig. 5). 
 

 

 

Fig. 4. Disease query interface Fig. 5. Disease query result interface 

5 Conclusion 

The system adopts the modular design, which only needs to improve and expand the 
specific modules. It can effectively provide the details of peanut diseases and the 
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comprehensive control technical point of diseases, through collecting the massive 
peanut disease relevant knowledge, and analysising comprehensively the knowledge 
base. The system can provide perfect consult service for agricultural technicians and 
farmers against peanut diseases, change the present situation of blind use of pesticides, 
and protect the ecological environment. So it can play an important role, and also can 
alleviate the situation of seriously lack of the advanced agricultural technology 
personnel. So it has practical significance to promote peanut diseases diagnosis and 
prevention expert system. The accuracy of the model and fitting in with the actual 
production are the critical factors to decide the success of the system, therefore it also 
need continuous improvement to verify the system in future. 
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Abstract. Data missing was always when scanning plant organs by using 3D 
laser scanner, and this could lead to holes appearing in the mesh surface 
generated from the scanned point cloud. Basing on the analyzing to the 
geometrical features of different types of plant organs, a hole-filling algorithm 
was proposed which based on the normal vector of the mesh to make the repair 
area as close as possible to the original model of the organs mesh. The 
algorithm firstly extracts the hole boundary in the surface mesh, and compute 
the positions of new points based on the normal vector and normal curvature of 
the mesh boundary, then connects the new points and boundary points to 
generate a new triangular mesh. Experiments on different plant organs of 
geometric shapes were taken and new triangular mesh qualities were evaluated. 
Results show that the algorithm can fill holes in several kinds of scanned plant 
organs mesh quickly and efficiently. 

Keywords: mesh surface, hole-filling, normal vector estimation, normal 
curvature, plant organs. 

1 Introduction 

With the maturity of three-dimensional (3D) laser scanning technology and the 
popularity of related equipment, the researches of 3D reconstruction from scanned 
point cloud has became spotlight in recent years. For the measurement of plant 
morphology, traditional manual method for data collection has shortcomings, such as 
low speed, low accuracy of the measured data and so on. On the other hand, the 3D 
laser scanner can measure any object in non-touch approach in the advantages of high 
scanning speed, real-time, high accuracy etc. [1]. As such laser scanner has been used 
more and more frequently for plant modeling in recent years. The reconstructed plant 
model based on 3D laser scanned data not only can present real plant morphology, but 
also provide accurate structural model for the calculation of plant physiological 
function, and also has important impact on the display and outreach of the new 
variety. However, due to the complex in the structural system of plant, such as shelter 
between organs and the complex optical property of organ surface, the quality of 
measured data by using 3D scanner could be easily interrupted, result in the data 
missing and formation of holes in the constructed 3D model of plant organs. This will 
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bring difficulty for further analysis such as calculating area and volume of the plant 
organ, finite element analysis, textures etc. Therefore, the hole-filling work is very 
important in 3D plant modeling based on the laser scanning technology.  

Many works have been done in hole-filling. Davis et al. [2] applied the voxel 
diffusion to fill the holes, and displayed the mesh model using MC (Marching Cube) 
algorithm. The application of this algorithm could get good results in hole-filling, but its 
shortcoming is that the original mesh model was changed. Liepa [3] performed 
triangulation to the hole and adjusted the new vertices to make the new mesh matching 
the original one. Wei et al. [4] presented a method which firstly filled the holes, then 
refined and optimized the hole area to get new points inside the hole, and finally fitted 
the weighted points to create the surface. The new mesh could be adjusted by adjusting 
inside points of the hole. Zhang et al. [5] performed triangulation to the hole and refined 
it and adjusted its geometry by few times of iteration. In short, all above methods were 
based on the mesh refinement, which firstly mesh the hole, then adjust the new mesh in 
order to match the whole mesh model. The difference among them is the application of 
the algorithms to adjust the new mesh. 

Zhao et al. [6] combined wave front method and Poisson equation to adjust the 
vertices of the new mesh. Similarly Wang et al. [7] combined wave front method and 
normal of boundary with Laplacian coordinate to fill the holes. Du et al. [8-9] applied 
RBF to fill the holes, without considering the consistency of the morphology between 
the hole and surrounding regions. Qian et al. [10] suggested a mesh-repairing algorithm 
through recovering the missing sharp features. The edges and corners of the sharp 
features could be obtained through establishing parabola functions around the sharp 
features, then filled the holes using the extend Marching Cube algorithm. Levy [11] 
flattened the whole mesh model to fill the holes. But the algorithm has low efficiency if 
the hole is much smaller than the whole mesh. Brunton et al. [12] flatten the hole 
boundary into the reference plane to fill the holes, then embed back to the spatial mesh. 

The above algorithms can obtain good results while repairing flat areas and small 
holes. However, due to the complex and diverse morphology of plant organ, the 
mesh-repairing for plant organ is still a difficult task to address. This paper proposed a 
filling hole algorithm by modifying the traditional repairing method with considering 
the curvature of the surface as the constraint, which is more suitable to the surface 
mesh-repairing of complex plant organ. In the proposed algorithm, the mesh hole 
boundaries were extracted and the angles between the adjacent boundary edges were 
calculated. Then the positions of the new points were calculated according to the 
bisector, the normal vector and the vertex curvature direction. Finally the adjacent 
vertices were connected to finish the mesh-repairing. 

2 Filling Holes Method 

Our proposed filling holes method includes four steps. Based on an input triangular 
mesh model, the method firstly finds holes and extracts the boundary of each hole. 
Then the normal vector of hole boundary was estimated, and the boundary angle was 
calculated. These information were used at the last step for generating new points to 
fill the hole. 
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2.1 Extracting the Boundary of Mesh Hole 

For the triangular mesh model M = (V，F，E), in which V, F, E indicates the set of 
vertex, surface and edge, respectively. If M is a closed mesh, the boundary edge of a 
hole in the mesh should belong to only one triangle. So the boundary edge could be 
found by traversing the whole mesh in this principle. If M is a non-closed mesh, due 
to the non-closed mesh has its own boundary, when detecting the hole boundary, one 
edge of the hole should be interactively selected so as to traverse the whole mesh to 
find its adjacent edge. The detailed explanation of the algorithm is in reference [13]. 
This work applied interactive approach to select the boundary triangles. The 
procedures of the algorithm were as follows:  

1) interactively selecting one hole triangle F; finding the edge E which belong to 
only one triangle (assumed the two vertices of E are v1 and v2) as the first hole edge; 
adding v1 and v2 into array V, which includes vertices of boundaries.  

2) searching the boundary of the hole along edge E from v1 or v2; traversing the 
whole triangle mesh from v2 to find the set of edge connected with the hole boundary. 
Traversing the set of edge to find the edge belong to only one triangle as the adjacent 
hole edge E′ ; adding the vertices of E′  into V; deleting duplicate vertices. 

3) if one vertex in E′ is v1, then stop searching, else, follow step 2 to continue 
searching the vertex of the hole boundary. 

2.2 Estimating the Normal Vector of Hole Boundary 

The normal estimation of vertex on the mesh usually use a normal weighted average 
on 1-ring of the vertex, the simplest weighted way is area weighted. This method is 
relative accurate for the estimation of the normal vector for the vertex inside the 
mesh. But for the boundary points without the complete ring structure, the estimated 
normal vector is not accurate. To obtain the accurate normal vector of the hole 
boundary, first patching the missing ring mesh, then calculating the weighted area of 
ring triangular surface normal, as the normal vector of the vertex. We assumed that 
the vertex ring region has K numbers of triangular facets, the normal vector of the 
triangular facets inside the ring region could be calculated from the vector product of 
both sides of the triangle. The normal vector of triangular facets is assumed as (i=1, 2, 
…, k), the area is assumed as (i=1, 2, …, k), equation 1 shows how to calculate the 
normal vector of vertex. Figure 1 presents the calculation of the normal vector of the 
vertex of the missing triangle. The dashed line indicated the patched edge. 
 

                                    

(1)
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2.3 Calculation of Boundary Angle 

To more convenience calculate the boundary angle, firstly, we should orient the 
repairing mesh and sort the boundary edge clockwise, the detail explanation of the 
algorithm is in reference [13]. We assumed that each two adjacent edges of the hole 
polygon corresponding one angle (Fig. 1 mid and right). The a, b, and n are the unit 

normal vectors of 1i iv v −


, 1i iv v +


 and vertex vi, respectively. The angle θ  is 

determined by the normal vector of the vertex and the vector angle. If the vector 
product of a and b have the same direction with the normal vector of the vertex, the 
angle θ  is smaller than 180 degree. Else, the angle θ  is larger than 180 degree. 
Figure 1 (mid and right) shows the two situations of the hole boundary angle. 
Equation 2 shows the calculation of the hole boundary angle. 
 

                            

(2)

 

 

Fig. 1. Boundary normal vector estimation of and boundary angle calculation. Left: Estimation 
of boundary normal vector. Mid: angle less than 180 degrees. Right: Angle more than 180 
degrees. 

2.4 Calculation of New Points 

2.4.1   Calculation of Initial New Points  
We used the principle of the smallest angle to fill the hole. Firstly, the smallest 
boundary angle was found, then doing the following steps:  if 0 7 5iθ< ≤ , then 

directly connect 1 1i iv v− + , as shown in figure 2 left, if 7 5 1 3 5iθ< ≤ , then the new 
points were created from the bisector, as shown in figure 2 mid,  if 1 3 5 1 8 0iθ< < , 

newv  and 2newv  were created from the three times bisector, as shown in figure 2 
right. 
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Fig. 2. Calculation rules of initial new point. Left: 0 7 5iθ< ≤ , Mid: ιθ7 5 < ≤ 1 3 5 , Right: 
i1 3 5 < q < 1 8 0  

 

 

Fig. 3. Direction of surface bending. Left: normal curvature is greater than 0; Right: normal 
curvature is less than 0. 

2.4.2   Estimation of Normal Curvature  
In differential geometry, curvature is the degree of bending of a surface in local area. 
Normal curvature is the degree of bending of a surface along one tangential direction 
from one point on the surface, which could be used to investigate the degree of 
bending of a surface in local area. The geometric meanings of normal curvature 
include: 

(1) the absolute of the normal curvature reflects the bending degree of the surface 
from one point along one direction; 

(2) the positive/negative sign of the normal curvature reflects the bending direction 
of the surface along one tangential direction. 

If the normal curvature is larger than zero, the surface bends in the direction of the 
normal vector of the point, as shown in figure 3 left; if the normal curvature is less 
than zero, the surface bends in the reverse direction of the outer normal vector of the 
point, as shown in figure 3 right. Taubin[14] estimated the curvature as: 

                               
(3)

 

Where p is one point on the surface, N is the normal vector, q is another point on the 
surface around p, kp(T) is the curvature along the direction T from the point p. T is  
the projection unit vector of  q-p on the tangent plane of point p. In this work, the 
curvature along the T direction of vi point is: 
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(4)

 
 

2.4.3   Adjusting New Points  
The initial new points were created from the bisector of the hole boundary angle. 
Filling hole by connecting the new points cannot reflect the local feature of the 
surface. So we need to adjust the new points. We assume that the new point vnew was 

created from the angle bisector vector of 1 1i i iv v v− +∠ . Figure 4 shows the schematic 
diagram for adjusting new points. 

The point vnew was adjusted on the flat π . The direction of adjusting was 

determined by the sign of ( )
ivk T . If ( )

ivk T  >0, the new point will bend in the 
direction of the normal vector, that is, the surface is convex in the direction of T. The 

adjusting angle is θ . If ( )
ivk T <0, the new point will bend in the reverse direction 

of the normal vector, that is, the surface is concave in the direction of T. The adjusting 
angle is also θ . The angle θ  is determined by the absolute of the normal curvature 
and the threshold η , which should set manually. 

 

                          
(5)

 
 

The adjusted new points are calculated as: 

                      (6) 
 

 

Fig. 4. Adjustment of new point 
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3 Results and Discussion 

3.1 Experimental Results and Analysis 

To test the effect of this algorithm for filling holes in triangular mesh, we used this 
algorithm on several scanned mesh models of plant organs. A handheld 3D laser 
scanner (Polhemus Ins. FastScan) was used to scan real plant organs. Mesh models 
were constructed from the obtained 3D point cloud using RBF software attached by 
the scanner. The fruits of green pepper and cucumber were scanned directly from the 
plants in greenhouse. Mustard and ginger were removed to the lab for scanning, but 
without additional treatment like spray white. Figure 5 presents the mesh models with 
holes, the holes patching model, the enlarge effect of the holes patching (from left to 
right) of green pepper fruit, cucumber fruit, mustard and ginger (from the top down). 
Table 1 shows the number of new vertices, the number of new triangles, and the 
repairing time in holes patching processing for green pepper fruit, maize leaf, 
cucumber fruit, mustard and ginger. 

The experimental results show that this algorithm is fast and effective for patching 
holes in mesh model. The patching results matched well with the initial density and 
the morphology of the mesh. For the flat area with little variation of curvature, like 
the mesh model of cucumber fruit (Fig. 5), a good result obtained by setting a smaller 
threshold. However, for the area with large variation of curvature, like the mesh 
model of ginger (Fig. 5), a good result could be obtained by setting different 
thresholds. The new point is determined by the length of the boundary of the hole, so 
the effect of patching is related with the initial mesh. If the initial mesh is even 
distributed, and the length of each edge of the hole boundary equal to the mean length 
of the edges of the whole mesh, the patching results could match well with the density 
of the initial mesh. If the initial mesh is uneven distributed, the patching result is not 
good. From table 1, the patching time correlated with the size of the hole, but not 
correlated with the size of the initial mesh. For example, the number of the initial 
mesh of mustard was more than that of cucumber fruit, but the number of new points 
and the patching time of mustard were less than those of cucumber fruit. 

3.2 Evaluation of Hole Patching 

We use a method proposed in [15] to evaluate the quality of the filled triangular mesh 
by using the above mentioned algorithm. The method assumed that Ra is the radius of 
the inscribed circle of a triangle, Rb is the radius of the circumscribed circle of the 
triangle. The quality of the mesh is defined as 2 /a bR Rμ = . If the triangle is regular 
triangle, the value of  μ  is 1. The value of μ  is more closer to 1, the quality of the 
created triangular mesh is better. Usually, the quality of the triangular mesh is deemed 
as good when the value of  μ  larger than 0.5. The figures of the quality of the mesh 
patching were automatic created by the program of algorithm (Fig. 6), in which the 
horizontal axis indicates the value of μ , while the ordinate indicates the number of 
triangles. We retained two decimal digits in the data analysis for better counting the 
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number of triangles. Figure 6 presents the quality of the mesh patching for green 
pepper fruit, cucumber fruit, ginger and mustard, respectively. 

The quality of the patching triangular mesh shown in Fig. 6 is high. The value of 
μ  were mostly larger than 0.6, concentrated in the interval (0.9, 1.0), which indicates 
the created triangle meshes closer to regular triangle. The mean values of μ  was 
larger than 0.85 for all organ models, which indicates that the proposed algorithm in 
this work could well patch the mesh holes of different plant organs. 

 

 

Fig. 5. The holes patching results of plant organs of five variety: the mesh model with holes, 
the holes patching model, the enlarge effect of the holes patching (from left to right) 
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Table 1. The number of new meshes and the patching time in holes patching processing 

Model name Original mesh 
number 

(Np) 

New added vertex 
number  

(Np) 

New added triangle 
number  
(Nm) 

Repairing time  
 

(s) 
Green pepper 8931 15 50 4.234 
Leaf of maize 6725 18 75 5.485 

Cucumber 11498 68 194 8.922 
Ginger 13608 116 356 15.781 

Mustard 12434 65 190 8.813 

 
 

 

Fig. 6. The quality statistics of patching mesh. Up left: green pepper model; Up right: cucumber 
model; Down left: ginger model; Down right: mustard model. 

4 Conclusions 

This work proposed a mesh hole patching algorithm due to the data missing during 
the scanning in using 3D laser scanner. The algorithm firstly extracts the hole 
boundary in the triangular mesh, and compute the positions of new points based on 
the normal vector and normal curvature of mesh boundary, then connects the new 
points and boundary points to generate a new triangular mesh. The experimental 
results indicates that the algorithm could effectively patch the mesh with large hole 
area and large variation of curvature. However, all the evaluations in this work were 
in organ scale. For the whole plant, the shelter between organs is more serious. It 
means more complex holes will appear when using 3D laser scanner to scan the plant. 
We would test the usability of the proposed method on plant scale in the near future. 
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Abstract. Aiming at problems such as backward management, low 
informationization level etc. in China vegetable supply chain management, 
ontology theory is introduced. Ontology model of vegetable supply chain 
knowledge retrieval is constructed firstly, and then the ontology model is 
formalized by RDF(S) in order to make it can be identified by computer. After 
confirming inference axiom rules, the inference model of vegetable supply chain 
knowledge retrieval is created. Finally, the validity of the inference model is 
tested by the experiment. 

Keywords: supply chain, semantic, inference rules. 

1 Introduction 

China is a large agricultural country, also the largest producer of vegetables. Vegetable 
industry plays an important role in China agriculture. However, compared with 
developed countries, China vegetable industry exists some problems such as backward 
management, low informationization level, inefficient production and circulation 
process, high circulation cost, product quality safety in question etc., which affect the 
market competitiveness of china vegetable industry in international market. 

Using information technology and Internet technology to manage vegetable supply 
chain is considered as one of the most important means to improved supply chain 
management function[1]. Compared with developed countries, agricultural information 
level in china is still relatively low. In Germany more than 85% farmers have a personal 
computer and agricultural products are processed using specific software. In the UK the 
information technology has also plays a very important role. The knowledge will be 
transferred to each other better in different countries and regions by getting help from 
information technology. 

Although China's agricultural information level is relatively low, and the basic 
information infrastructure is not perfect, but the information technology and Internet 
technology in China is growing rapidly. According to China Internet Development 
Statistics Report in July 2012, the total Internet users in China has reached about 538 
million people, the penetration rate of Internet has arrived at 39.9%, and the scale of the 
netizen is 146 million which increases 14.64 million compared with the end of 2011.  
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2 Related Works 

Semantic reasoning is achieved on ontology theory. The study on ontology focusing on 
theory research mostly instead of application research presently. Currently, the 
application projects on ontology abroad mainly includes Gene Ontology (GO) [2], 
Business Process Management Ontology (BPMO) [3], Drug Ontology Project for 
Elsevier (DOPE) [4], Ontology-based Environmental Decision Support System 
(OntoWEDSS)[5]，Agricultural ontology services (AOS) [6]. 

Presently, the main projects on knowledge acquisition include Mindnet and 
Advanced Knowledge Technology (AKT). Mindnet is responsible of natural language 
processing research group of Microsoft, and AKT is charged by U.K. Engineering and 
Physical Sciences Research Council, which is a knowledge technology research project 
funded since October 2000[7]. 

The human knowledge can be understood better on semantic layer by using semantic 
retrieval and semantic tagged content retrieval. The most direct means to achieved 
semantic retrieval based on keywords retrieval is to introduce dictionary ontology in 
specific steps of retrieval process, and the most common used dictionary ontology is 
WordNet currently. In the work of Moldovan[8] and Buscaldi[9], Boolean operation of 
current search engines is adopted to expand terms to polysemy or synonym situation. 
Kruse[10] select a specific meaning of a word in WordNet firstly, and then the specific 
meaning will be combined with the original retrieval keyword by Boolean operation. 
Guha[11] uses keywords-based retrieval methods mentioned above not only in text 
database but also in keywords matching with terms in Resource Description 
Framework. Rocha etc. [12] proposed an algorithm, which begins the retrieval from a 
starting point obtained from the original text retrieval. In the retrieval system proposed 
by Airio etc. that the retrieval is carried on in ontology browser mode[13]. 

The semantic retrieval model based on system domain ontology includes seven 
function modules: resource annotation module, labels recommending module, 
questions processing module, semantic retrieval module, results processing module, 
user feedback processing module and ontology construction and management 
module[14]. The ontology-based reasoning can be divided into term-oriented reasoning 
and instance-oriented reasoning[15]. 

Ontology formalization and developing tools consist of XML and OWL etc. besides 
RDF(S). RDF is a data model about objects (or resources) and their relationship, which 
also provides its basic semantic expression. RDF Schema is a glossary to describing 
properties and classes of RDF objects (or resources), which also provides its semantic 
hierarchical structure expression. XML lacks a reasoning system comparing with XML 
although RDF data model can be described by XML. Comparing with OWL, OWL 
formalization is built on RDF(S) top layer, which is used for information dealt with 
application instead of human beings reasoning[16]. This paper focuses on ontology 
based data model and semantic reasoning, RDF(S) is selected as formalization tool. 
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3 Semantic-Based Retrieval of Vegetable Supply China 
Knowledge 

3.1 Ontology Model of Vegetable Supply Chain Knowledge Retrieval  

Ontology model consists of class and relationship. And the name of class generally 

consists of a noun concepts or a verb concept. The relationship represents interactions 

among classes (concepts). There are four relationships between two classes which are: 

“part_of”, “kind_of”, “attribute_of” and “instance_of”. By which, the ontology model 

of vegetable supply chain knowledge retrieval system is constructed. The ontology 

model describes all classes and relationships of the system, which is shown in fig.1. 
 

 

Fig. 1. Ontology model of Vegetable Supply Chain Knowledge Retrieval 

3.2 RDF(S) Formalization of System Ontology Model 

Ontology of vegetable supply chain knowledge retrieval system is formalized by 

RDF(S) to carry on concept-acquisition reasoning. The vegetable producer class of 

ontology model is taken as an instance, which is the first layer subset of vegetable 

supply chain class. The vegetable producer class is divided into three the second layer 

subsets, which are no-contact-producer, cooperative-producer and contract-producer. 

The second layer subset of the first layer subset (noun concepts subset) is defined as 

people class in the end of ontology formalization, of which the instances take instances 

of vegetable supply chain producer class. 
 
<?xml version=”1.0”?>                                                                                        
<rdf:RDF                                                                                                     
Xmlns rdf=http://www.w3c.org/1999/0222-rdf-syntax-ns#> 
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<rdf:Description rdf:ID=”VEG.SC”>                                                       
<rdf:type rdfresource=”http”//www.w3c.org/2000/01/rdf-schema#Class”/>                                    
</rdf:Description> 
 
<rdf:Description rdf:ID=”Vegetable Producer_VEG.SC”>                                    
<rdf:type rdfresource=”http”//www.w3c.org/2000/01/rdf-schema#Class”/>                                   
<rdfs:subclassOf rdf:resource=”#VEG.SC”/>                                                                 
</rdf:Description> 
 
<rdf:Description rdf:ID=”No-Contract-Individual_Vegetable Producer_VEG.SC”>                  
<rdf:type rdfresource=”http”//www.w3c.org/2000/01/rdf-schema#Class”/>                              
<rdfs:subclassOf rdf:resource=”# Vegetable Producer”/>                                                      
</rdf:Description> 
 
<rdf:Description rdf:ID=”Cooperative Producer_Vegetable Producer_VEG.SC”>                    
<rdf:type rdfresource=”http”//www.w3c.org/2000/01/rdf-schema#Class”/>                              
<rdfs:subclassOf rdf:resource=”# Vegetable Producer”/>                                                      
</rdf:Description> 
 
<rdf:Description rdf:ID=”Contract Producer_Vegetable Producer_VEG.SC”>                      
<rdf:type rdfresource=”http”//www.w3c.org/2000/01/rdf-schema#Class”/>                              
<rdfs:subclassOf rdf:resource=”# Vegetable Producer”/>                                                      
</rdf:Description> 
 
<rdf:Discription rdf:ID=”Person_Nnominal Concept”>                                                        
<rdf:type 

rdfresource=”http”//www.w3c.org/2000/01/rdf-schema#Class”/Property>                                 
<rdfs:domain rdf:resource=”# Vegetable Producer_VEG.SC “/>                                               
<rdfs:range rdf:resource=”# Person_Nnominal Concept”/>                                                    
</rdf:Description> 
 
</rdf:RDF>   

4 Construction of Reasonging Rules 

4.1 Inference Axiom  

Creating Inference Axiom 

Ontology inference rules should obey the inference axiom rules, two inference axiom 

rules are adopted as below. 

[Equivalence Relationship: (?a Equate ?c), (?b Equate ?c),notEqual(?a, ?b)->(?a 

Equate ?b)] 
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[Synonymic Relationship: (?a Near-synonyms ?b),(?a Near-synonyms ?c), 

notEqual(?b, ?c)->(?b Near-synonyms ?c)] 

Creating Inference Model 

Based on inference axiom rules, an inference model for retrieval system will be created. 

An external file is used to define reasoning rules firstly, which will be introduced 

to attributes which is thought as retrieval resource. 

myresource.addProperty(ReasonerVocabulary.PROPruleMode, "hybrid"); 

myresource.addProperty(ReasonerVocabulary.PROPruleSet,  "reasoning rules 

file"); 

And then an instance of retrieval inference machine is created as below. 

Reasoner reasoner = GenericRuleReasonerFactory.theInstance().create(myresource); 

Finally, combine the instance of retrieval inference machine and ontology model 

to create reasoning model. 

infModel=ModelFactory.createInfModel(reasoner, data); 

4.2 Experiment Results and Analysis 

There are 637 records in the knowledge database. Five concepts (agri_product、fruit
、inventory、logistics、transportation ) relevant with vegetable supply chain process 
are selected. The reasoning rules are carried on the ontology model. The retrieval result 
is shown in table 1.  

Table 1. Experiment Results 

 
agri_produ

ct 
fruit 

inventor

y 

logisti

cs 

transportati

on 

average recall 

rate 

Kyewords-ba
sed  

retrieval 

56 
records 

16 
record
s 

18 
records  

149 
record
s 

48 
records 

0.268 

Ontology-bas
ed 

retrieval 

91  
recordss 

91 
record
s 

286 
records 

350 
record
s 

316 
records 

0.987 

 
In general, the Precision Ratio and Recall Ratio are two most basic evaluated targets 

for retrieval. The goal of information retrieval pursues not only a higher Precision Ratio 
but also a higher Ratio. Date of knowledge base just for vegetable supply chain domain 
have been analyzed and processed in their collection, therefore results for 
keywords-based retrieval and ontology-based retrieval all have high Precision Ratio. 
Recall Ratio for two different retrieval ways will be emphasized. It is obviously that 
average recall rate of ontology-based retrieval is 0.987 much higher than 0.268, which 
is average recall rate of keywords-based retrieval. 
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Because the ontology model and semantic expansion are achieved offline, the main 
retrieval time is to read ontology model into memory and retrieval reasoning. The 
retrieval can arrive at real-time response for the current amount of date in knowledge 
base. 

5 Conclusions 

The ontology model of vegetable supply chain knowledge retrieval is constructed and 
formalized by RDF(S) in this paper. After confirming inference axiom rules, 
knowledge retrieval inference model is put forward. Finally, its validity is proved by 
the experiment. This work will enhance knowledge transferring in different countries 
and regions, and improve the international competitiveness of China vegetable supply 
chain. 
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Abstract. To investigate the relationship between spectral characteristics of 
tobacco cultivars and their nitrogen use characters, four tobacco cultivars with 
different nitrogen use efficiency were used in a 15N pot experiment. The result 
showed that, in the visible light range, the spectral reflectance was lower in 
higher nitrogen level (N2) than N1, while opposite in near infrared range. The 
spectral reflectance of K326 and HD were lower than ZY100 and NC89 in visible 
light range, which closely related to their higher chlorophyll content. Both the 
nitrogen utilization rate of basal fertilizer and topdressing fertilizer in HD and 
K326 were higher than that in ZY100 and NC89 under N1 and N2 levels. The 
basal fertilizer use efficiency was negatively correlated with ρ550, and 
significantly positively correlated with RVI (800, 550), DVI (800, 550) and 
NDVI (800, 550) both in N1 and N2 level. The top dressed fertilizer use 
efficiency was significantly positively correlated with RVI (800, 550), DVI (800, 
550) and NDVI (800, 550) in N1 level. Therefore, spectral characteristics can be 
an important method for diagnosing tobacco nitrogen metabolism characteristics.  

Keywords: tobacco (Nicotiana tabacum L.), nitrogen use efficiency, spectral 
characteristics, nitrogen utilization. 

1 Introduction 

Tobacco is an important economic crop in China, but also an important model plant in 
science research. In the tobacco production, in order to get higher yield and income, 
excessive application of nitrogen fertilizer occurred from time to time, which caused 
potential threat to field ecosystem. Therefore, how to improve the tobacco nitrogen use 
efficiency has become a hot topic in tobacco nutrition study. Some studies showed that, 
crop nitrogen use efficiency closely related to cultivars, nitrogen levels and soil 
conditions and so on [1-3]. In certain ecological conditions, tobacco nitrogen use 
efficiency have significant differences among different genotypes, which closely 
related to plant nitrogen metabolism and nitrogen uptake and use efficiency [4-6]. 

In recent years, the use of remote sensing technique for real-time monitoring and 
plant nutrition diagnosis has become a hot topic in the application of remote sensing in 
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agriculture. Hyperspectral technology, has some advantages such as wide spectrum 
range, high resolution, and large amount of data [7]. Through spectral changes 
monitoring, the relationship between spectra reflectance of crops and the leaf area 
index, aboveground biomass, chlorophyll content can be studied, which can provide 
basis for crop growth monitoring and yield estimation. [8-10]. Study showed that, crop 
nutrition condition closely related to spectral characteristics, and the crop spectra 
reflectance had significant differences under different nitrogen levels [11-12]. The 
relationship between leaf nitrogen accumulation and ratio of near infrared and green 
band R810/ R560 was established, to monitor nitrogen nutrition of rice [13]. Tobacco 
nitrogen use efficiency have significant difference among different cultivars, however, 
the relationship between spectral characteristics and nitrogen utilization of different 
varieties was rarely reported. In this study, pot experiment was carried out to study the 
spectral characteristics of different nitrogen efficiency tobacco cultivars under different 
nitrogen levels and their relationship with nitrogen utilization, so as to provide 
theoretical basis for breeding and nutrient management. 

2 Materials and Methods 

2.1 Experimental Design 

A 15N tracer pot experiment was performed in the greenhouse of Zhengzhou Tobacco 
Research Institute of China National Tobacco Corporation, Zhenzhou, China, from 
April to August (growing season) in 2012. Four cultivars, K326, Zhongyan 100 
(ZY100), Hongda (HD) and NC89 were employed in the experiment under two 
nitrogen levels, N1 (1.0 g pot-1) and N2 (3.0 g pot-1), respectively.  

Isotope fertilizer were ammonium nitrate 15N double labeled (abundance of 10%) 
and 15N potassium nitrate (abundance of 10%), which provided by Shanghai Research 
Institute of Chemical Industry. In ten pots, 15N ammonium nitrate fertilizer were 
applied before transplanting, and common potassium nitrate fertilizer were top dressed. 
In other ten pots, the order of fertilizer was opposite. Seventy percent N, all P2O5 and 
part of the K2O fertilizers were applied before transplanting. Other parts of the N and 
K2O was top dressed as potassium nitrate at the resettling growth stage. Each treatment 
had 20 pots, wherein each pot contained 15 kg soil. 

2.2 Measure Items and Methods 

At the vigorous growth stage (60 days after transplanting) and maturity stage (85 days 
after transplanting), the spectral characteristics was determined with ASD FieldSpec 
Hand-Held (AnalyticalSpectral Device，USA). Meanwhile, the tobacco plants were 
sampled for determination of dry weight and nitrogen content.  

The chlorophyll content was measured by the method as described by Porra et al 
[14]. The 15N samples were analyzed by ZHT2O2 mass spectrometer in Academy of 
Agriculture and Forestry of Hebei Province. 
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2.3 Data Analysis 

Using Microsoft Excel 2010 and DPS (Data Processing System) for data processing 
and statistical analysis. RVI(λ1, λ2)=ρλ1/ρλ2; DVI(λ1, λ2)=∣ρλ1-ρλ2∣; NDVI(λ1, 
λ2)=∣ρλ1-ρλ2∣/(ρλ1+ρλ2); among them, ρ was reflectance, λ was wave length. 

3 Results and Analysis 

3.1 Spectral Characteristics of Tobacco Cultivars with Different Nitrogen 
Efficiency 

Figure 1 showed the spectral reflectance of different tobacco cultivars in two nitrogen 
levels. In the visible light range, the chlorophyll absorption of visible light formed 
obvious "green peak" at 500-600nm. From 670-760nm, the spectral reflectance 
increased rapidly with the increasing wavelength, and formed high reflection platform 
in the near infrared range 780-1050 nm. Tobacco leaf spectral reflectance showed 
significant differences under different nitrogen levels. In the visible light range, the 
spectral reflectance was lower in higher nitrogen level (N2) than N1, while opposite in 
near infrared range. Compared among different cultivars, the spectral reflectance of 
K326 and HD were lower than ZY100 and NC89 in visible light range, which closely 
related to their higher chlorophyll content. In the near infrared range, the spectral 
reflectance of four cultivars showed the different order in N1 and N2, which showed 
the difference of response to nitrogen level among different cultivars. 

 

 

Fig. 1. Changes of spectral characteristics of four tobacco cultivars with different nitrogen 
efficiency 

3.2 Nitrogen Use Efficiency of Different Tobacco Cultivars 

15N tracer test results (Table1) showed that, 15.54%~21.72% nitrogen accumulation 
amount derived from fertilizer, and 78.28%~84.46% from soil at N1 level; while at N2 
level, they were 45.04%~48.29% and 51.71%~54.96%, respectively. Therefore, 
tobacco plant absorbed more nitrogen from soil under lower nitrogen level, while more 

N1 
N2 
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nitrogen from fertilizer under higher nitrogen level. Compared among different 
cultivars, the proportion of nitrogen accumulation from fertilizer of ZY100 was higher 
than other cultivars under both N1 and N2 levels. 

According to nitrogen accumulation amount, all the nitrogen from fertilizer, soil and 
total amount were higher in HD and K326 than that in ZY100 and NC89 under both 
N1and N2 levels.  

Table 1. Nitrogen use efficiency of different tobacco cultivars 

TNUA: total nitrogen uptake amount; NUA: nitrogen uptake amount; NUR: nitrogen uptake 
ratio; NDFF: nitrogen derived from fertilizer; NDFBF: nitrogen derived from basal fertilizer; 
NDFTF: nitrogen derived from topdressing fertilizer; NDFS: nitrogen derived from soil. 

 
The nitrogen use efficiency was calculated by 15N technique in different treatments 

(Table 2). Under N1 level, the utilization rate of basal fertilizer were 30.30%~43.90%, 
and topdressing fertilizer were 49.20%~66.30%; while under N2 level, that were 
31.21%~39.99% and 46.55%~57.01%, respectively. The nitrogen utilization rate of 
topdressing fertilizer was significantly higher than that of basal fertilizer. Compared 
among different cultivars, both the nitrogen utilization rate of basal fertilizer and 
topdressing fertilizer aligned as HD and K326> ZY100 and NC89 under N1 and N2 
levels. 

Also it showed that, the nitrogen residual rate of topdressing fertilizer were lower 
than that in basal fertilizer. Compared among different cultivars, both the soil residual 
rate and loss rate were lower in HD, which may be related to the well root growth and 
higher nitrogen use efficiency in this cultivar. 

Nitrog

en 

level 

Cultivar 
TNUA 

(mg·plant-1) 

NDFF 
NDFS 

NDFBF NDFTF Total 

NUA 

(mg·plant-1) 

NUR 

% 

NUA 

(mg·plant-1)

NUR 

% 

NUA 

(mg·plant-1)

NUR 

% 

NUA 

(mg·plant-1) 

NUR 

% 

N1 

HD 2808.96  307.31  10.94 199.02  7.09 506.33  18.03 2302.63  81.97  

K326 2409.47  302.21  12.54 162.21  6.73 464.42  19.27 1945.06  80.73  

ZY100 2046.39  278.28  13.60 166.15  8.12 444.43  21.72 1601.96  78.28  

NC89 2314.79  212.10  9.16 147.60  6.38 359.71  15.54 1955.09  84.46  

N2 

HD 2917.23  839.79  28.79 513.06  17.59 1352.84 46.37 1564.38  53.63  

K326 2784.23  822.12  29.53 431.77  15.51 1253.89 45.04 1530.34  54.96  

ZY100 2419.85  740.06  30.58 428.61  17.71 1168.67 48.29 1251.19  51.71  

NC89 2279.63  655.36  28.75 418.94  18.38 1074.30 47.13 1205.32  52.87  
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Table 2. Nitrogen use efficiency of different tobacco cultivars 

 

3.3 The Correlation Analysis between Vegetation Index and Nitrogen 
Metabolism Index 

It showed that (Table 3), the chlorophyll content was significantly negatively correlated 
with ρ550, and significantly positively correlated with RVI(800,550), DVI(800,550) 
and NDVI(800,550) in N1 level. The total nitrogen uptake amount was significantly 
negatively correlated with ρ550, and significantly positively correlated with RVI 
(800,550), DVI (800,550) and NDVI (800,550) in N2 level. The BFUE was negatively 
correlated with ρ550, and significantly positively correlated with RVI (800,550), DVI 
(800,550) and NDVI (800,550) both in N1 and N2 level. The TFUE was significantly 
positively correlated with RVI (800,550), DVI (800,550) and NDVI (800,550) in N1 
level. 

Nitrogen 

level 
Cultivar 

Fertilization 

time 

Uptake (%) Residual ratio 

(%) 

Loss 

ratio 

(%) Root Stem Leaf Total 

N1 

HD 
BF 3.96  5.36  34.58  43.90  45.13  10.97  

TF 6.00  9.87  50.47  66.30  20.76  12.94  

K326 
BF 5.85  4.87  32.45  43.17  46.22  10.61  

TF 10.37 10.26 33.44  54.07  22.35  23.58  

ZY100 
BF 3.50  6.61  29.65  39.75  35.37  24.88  

TF 5.05  7.65  42.68  55.38  20.74  23.87  

NC89 
BF 4.06  3.56  22.68  30.30  52.99  16.71  

TF 7.57  6.18  35.46  49.20  13.83  36.97  

N2 

HD 
BF 3.03  6.14  30.82  39.99  33.05  26.96  

TF 5.79  10.03 41.18  57.01  14.20  28.79  

K326 
BF 3.81  5.05  30.29  39.15  43.11  17.74  

TF 6.82  8.38  32.78  47.96  18.55  33.49  

ZY100 
BF 3.10  4.93  27.20  35.24  40.03  24.73  

TF 6.09  8.02  33.51  47.62  17.56  34.82  

NC89 
BF 4.97  4.20  22.04  31.21  39.53  29.26  

TF 8.71  7.88  29.96  46.55  14.28  39.17  
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Table 3. The correlation index between some vegetation index and Chlorophyll, TNUA, BFUE, 
and TFUE 

TNUA: total nitrogen uptake amount; BFUE: basal fertilizer use efficiency; TFUE: topdressing 
fertilizer use efficiency. 

4 Conclusion and Discussion 

Tobacco leaf spectral reflectance showed significant differences under different 
nitrogen levels, which showed the difference of response to nitrogen level among 
different cultivars. Studies showed that the spectral reflectance closely related to 
chlorophyll content [15-16]. In the visible light range, the tobacco cultivar with higher 
nitrogen use efficiency showed lower spectral reflectance, which closely related to their 
higher chlorophyll content.   

The canopy spectral characteristics under different nitrogen conditions were 
analyzed in previous studies [7,11]. Tang et al [17] had illustrated that the spectral 
difference were clear for the canopy and leaves of rice under different nitrogen levels. 
In this study, the spectral reflectance in the visible light range was lower in higher 
nitrogen level, which consistent with previous studies. Some studies showed that crop 
nitrogen nutrition condition can determined using canopy spectral, however, the 
relationship between canopy spectral characteristics and plant nitrogen use was rarely 
reported. In this study, the basal fertilizer use efficiency was negatively correlated with 
ρ550, and significantly positively correlated with RVI (800, 550), DVI (800, 550) and 
NDVI (800, 550) both in N1 and N2 level. The topdressing fertilizer use efficiency was 
significantly positively correlated with RVI (800, 550), DVI (800, 550) and NDVI 
(800, 550) in N1 level. Therefore, spectral characteristics can be an important method 
for diagnosing tobacco nitrogen metabolism characteristics. 

Nitrogen level Index  ρ550 ρ800 RVI(800,550) DVI(800,550) NDVI(800,550) 

N1 

Chlorophyll 

content 
-0.98** 0.81 0.97* 0.89* 0.97** 

TNUA -0.85 0.4 0.77 0.53 0.73 

BFUE -0.84 0.96** 0.90* 0.97** 0.93* 

TFUE -0.84 0.84 0.90* 0.87* 0.88* 

N2 

Chlorophyll 

content 
-0.44 0.65 0.58 0.63 0.55 

TNUA -0.87* 0.92* 0.92* 0.92* 0.91* 

BFUE -0.96** 0.97** 0.98** 0.97** 0.97** 

TFUE 0.59 0.78 0.72 0.77 0.7 
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Abstract. Real-time monitoring of agricultural products cold-chain logistics 
and transport can effectively ensure the quality and safety of agricultural 
products, reducing logistics cost. This paper analyzes three functional 
architectures, including the agricultural application of mobile terminal data 
acquisition, logistics warning and mobile payment. The cold-chain logistics of 
mobile service application system process and module structure are designed on 
the basis of the hardware environment of mobile device and wireless network 
environment. The system can monitor and manage the process of storage and 
transportation of agricultural products cold-chain through the mobile terminal, 
improving the efficiency of logistics. 

Keywords: cold-chain logistics, agricultural products, mobile terminal. 

1 Introduction 

With the rapid development of agricultural economy in our country, the demand for 
agricultural products and the volume is also growing rapidly. Agricultural products 
themselves have some characteristics, such as saving cycle short, perishable, low 
temperature storage and so on, therefore, they need to be effective oversight and 
management in the production, storage, and transportation[1]. Each link in any tiny 
mistake could cause huge losses, and even lead to food safety hidden trouble. 
Improvement of information level makes the cold-chain logistics have a 
comprehensive development, the use of relevant technology such as RFID and WSN 
make traditional cold-chain logistics monitoring mode cannot adapt to the agricultural 
information level, therefore, cold-chain logistics monitoring need to meet the current 
and the development of information technology and user needs[2]. 

In this paper, by introducing the agricultural cold chain logistics present situation, 
the three major functional modules and practical case analysis, can effectively 
improve the current application limitation of cold-chain logistics and logistics 
efficiency, it can improve the current deficiencies and defects existing in the cold 
chain logistics of agricultural products, has a certain application value. 
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2 Agricultural Products Cold-Chain Logistics Present Situation 

Agricultural products cold-chain logistics is refers to the perishable agricultural products 
production, processing, transportation, distribution of behavior such as a series of 
logistics activities, the whole process of agricultural products needs to be in a state of low 
temperature[3]. As the attention of the customers to the agricultural product quality and 
food safety, and security of preservation of agricultural products gradually becomes a 
necessary. The main flow of Cold-chain logistics chart as shown in the Fig.1. 

 

Fig. 1. The Main Flow of Cold-Chain Logistics Chart 

In foreign countries, cold chain logistics develop more mature. Mostly adopted in 
the process of cold collection transportation automatic temperature control device, can 
real-time monitor the temperature of the cold box changes and ensure that transport 
goods qualitative change will not occur. Cold chain facilities and cold-chain 
equipment relatively backward in our country, the original old equipment, 
development and distribution is not balanced, is unable to provide a low temperature 
for perishable food circulation system, as for the lagged far behind in the cold chain 
technology application abroad. 

In terms of logistics information system, service network and logistics information 
system of cold chain logistics in our country plays an important role in the 
development, service network and imperfect, incomplete information system, the 
influence on the quality of agricultural products logistics, accuracy and timeliness, at 
the same time, the cost of agricultural products cold chain and the degree of loss of 
goods is also high. 

Through the research on China's cold-chain logistics development present 
situation, mainly exist the following problems: 

 Cold-chain logistics information utility ratio is low. 
 Data is not timely and effective feedback. 
 Transportation of agricultural products quality safety exist in the process of great 

hidden trouble. 
 Between each node of supply chain information flow is not smooth 

Can be seen from the above problem, the current agricultural products cold-chain 
logistics information utilization rate is very low, as a direct result of the entire 
00agricultural product logistics process and the information chain of security 
monitoring is blocked[4]. Meanwhile, Agricultural product logistics in our country 
has a long time, low efficiency, high cost, poor security monitoring, it is difficult to 
meet the needs of the market. 
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Therefore, this paper in view of the present agricultural products logistics existing 
problem, combining with the consumer in the process of transportation of agricultural 
products such as real-time monitoring and mobile service requirements, to build a 
mobile agricultural products cold-chain logistics service system. 

3 Cold-Chain Logistics of Mobile Service System Overall 
Design 

Mobile service on patterns of supply of agricultural products, logistics mainly 
includes three phases: the phase is perishable agricultural products from the 
production processing vendor to the distribution center of agricultural products, The 
second stage is the transportation of agricultural products, The third stage is 
agricultural products delivered to the user, by user sign for it. 

In this paper, based on Internet of things and web service technology, the 
production and processing of agricultural products as a node, with the help of third 
party logistics complete cold-chain logistics mobile service system. The system 
structure as shown in the Fig.2. 

 

Fig. 2. The System Structure Chart 

Cold-chain logistics of mobile services for consumers and the driver provides a 
convenient and quick service[5]. Complete database system based on agricultural 
products. Build the real-time data acquisition, cold-chain logistics alarm function 
module and mobile payment three parts content. 

3.1 Real-Time Information Acquisition of Agricultural Products 

Agricultural products real-time information acquisition through the electronic label 
record raw agricultural products production and processing all information, provide 
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information of origin traceability data base. Using RFID technology, store the key to 
influence the quality and safety of agricultural products processing information. 
Information of housing environment was collected through wireless sensor. Through 
the above information can provide mobile services data base. 

Consumers through the electronic label can be directly traced back to the 
information in the process of production and processing of agricultural products, 
ensure food safety. System data flow diagram is shown in Fig.3. 

 

Fig. 3. System data flow 

3.2 Cold-Chain Logistics Alarm Function Module 

Wireless sensors in the box body can accurately obtain the current situation of the 
agricultural products logistics vehicle driving on the way, such as body temperature, 
humidity etc.. Combining different agricultural products quality safety evaluation 
model, When monitoring data in the box body reaches or exceeds safety threshold, 
intelligent alarm service will be provided to the truck driver. 

The system is based on Web Services Technology, and establishes a shared 
information system architecture based on Internet. This technology allows users to 
call web service of the complex agricultural information platform without restraint 
under the environment of TCP/IP, in order to realize the information share in Internet. 
Warning module flow chart is as follows Fig.4. 

According to the shipping order number, the function obtains the real-time 
temperature monitoring of the current WSN, and gets the threshold temperature of the 
agricultural products from Web Service. Every 5 seconds the temperature is compared 
with the temperature threshold. if it is more than the threshold temperature, rings or 
SMS alerts are sent to transport driver through the mobile terminal, to timely adjust 
the environment, and ensure the quality and freshness of the transport agricultural 
products[6]. Mobile warning mainly has the following advantages: the user does not 
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need to carry too much hardware device box alarm to save cost; through the use of 
mobile devices, real-time data of agricultural products can be monitored effectively, 
greatly improving the utilization rate of agricultural product data[7][8]. 

 

 

Fig. 4. Warning module flow chart 

4 Cold-Chain Logistics of Mobile Payments 

Cold-chain logistics mobile service applications provide complete information 
interaction mode, from sales to transport for the user to provide a convenient and 
efficient service. The rise of mobile electronic commerce brings development 
prospects for application in agriculture[9]. 

Cold-chain logistics mobile payment uses two-dimensional code technology[10]. 
When the goods are delivered to the users, users can realize online payment by 
scanning two-dimensional code, and transfer the payment information to the server, 
implementing the interaction with the server. Ultimately, the users and vendors are 
identified to ensure the normal sales of goods. At the same time, the entire transport 
chain is presented transparent to users, ensuring that food safety, sales, transportation 
can be traced back. 

Through the above three modules, the user can use the mobile terminal real-time 
monitor product transport of live, at the same time, the vehicle positioning, to check 
the vehicle information in time, convenient for users to manage the goods. Mobile 
agricultural cold chain logistics services to improve the efficiency of logistics, has 
solved the traditional user must be in the specified environment view logistics 
vehicles, have certain application value. 
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5 Case Analysis 

Cold-chain logistics mobile system can provide complete backtracking on meat from 
farm to consumers throughout the supply chain.  

The RFID radio frequency identification and electronic label technology are 
combined as the solution, which integrates the beef growth with complete processing 
data in electronic tag. The mobile terminal can use mobile network to access the 
database, which is convenient for user’s inquires. 

Fresh meat are processed by cold-chain logistics monitoring system to ensure its 
quality and freshness. Meanwhile, the quality of the environment is strictly controlled 
in the transportation process, once beyond the safety threshold, issue a warning to the 
driver(Fig.5).  

 

Fig. 5. Casing monitoring view 

On the other hand, remote monitoring can monitoring logistics vehicle current 
location in real time in the electronic map , transportation routes, local condition and 
so on to provide navigation guidance for transport drivers. Production of beef are 
transported to vendors and users(Fig.6). 
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Fig. 6. Vehicle service view 

Providing the mobile terminal distribution services can realize mobile sign, mobile 
place an order, mobile source query and other functions. 

6 Conclusions 

This paper analyzed the current cold-chain logistics problems and users’ need for 
cold-chain logistics, proposing the key technology and the design of cold-chain 
logistics service system. Through the cold-chain logistics service system, agricultural 
products from field to table can be fully in management while the navigation path is 
provided for Logistics. This system not only ensures the quality and safety of 
agricultural products, but also saves the cost of logistics, improves the logistics 
efficiency, and has a broad application prospect. 
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Abstract. In order to reduce the loss of fresh agricultural products and to ensure 
the food safety in the process of cold chain logistics, a real-time monitoring 
wireless sensor network system, based on Zigbee technology for agricultural 
products cold-chain logistics is proposed. The sensor node is designed with 
CC2530 SOC and SHT15 sensor, in which the communication stack is optimized 
and a sleep-wake up mechanism is designed. By analyzing the experimental test 
and actual application, it shows that the system has a good performance in low 
power consumption and is satisfied with cold chain logistics application. 

Keywords: cold chain logistics monitoring, transportation of agricultural 
products, wireless sensor network. 

1 Introduction 

In China, agricultural products consumption is 400 million each year. It accounts for 
over 50% of the total consumption [1]. As a special commodity, agricultural products 
including fruit, meat, vegetables, eggs and aquatic products is fresh and perishable. In 
order to ensure the safety of agricultural products and to reduce logistics losses, 
agricultural products have to be handled under controlled environmental quantities  
such as temperature and humidity. So cold chain logistics is used in agricultural 
products transportation. The chain that brings the temperature-sensitive products from 
the factory to the consumer through an uninterrupted series of steps under a controlled 
temperature is usually called the cold chain [2]. Some thermal requirements have to be 
installed in the refrigerated vehicles to avoid the situation that may occur could cause a 
significant change in the product temperature during the transportation. Wireless sensor 
network is one of the best ways to solve this problem [3-4]. 

A wireless sensor network consists of spatially distributed autonomous sensors to 
monitor physical or environmental conditions, and to cooperatively pass their data 
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through the network to a main location. The main characteristics of a WSN include 
low-power consumption and mobility of nodes [5-7]. On the one hand, it can improve 
the reliability and flexibility of the system. On the other hand, nodes using batteries can 
be worked for a long time. 

In that case, this paper proposes a wireless sensor network system of cold chain 
logistics based on Zigbee technology. The sensor node is designed with CC2530 SOC 
and SHT15 sensor, in which the communication stack is optimized and a sleep-wake up 
mechanism is designed. The testing results shows that the system is suitable for cold 
chain logistics. 

2 Hardware Design of Wireless Sensor Node 

The WSN is built of nodes. According to the function, wireless sensor node can be 
classified as sensor node and coordinator. The hardware structure of the coordinator is 
similar and more simple than the sensor node, so this article put emphasis on the 
hardware design of the monitoring node. 

Each sensor node is typically composed of five parts: a radio transceiver with an 
internal antenna or connection to an external antenna, a microcontroller, an electronic 
circuit for interfacing with the sensors and an energy source, usually a battery or an 
embedded form of energy harvesting [8]. Considering the practical requirements of the 
agricultural products cold chain logistics, this paper chooses CC2530 chip as a 
processor and wireless communication solution. Sensor module is included SHT15 
temperature and humidity sensor. Two batteries can be the enough power source. Fig.1 
shows the structure of sensor node. 

CC2530

SHT15

Communication 
Interface 

Clock Circuit Antenna

Battery

Balun Circuit

 

Fig. 1. The structure of sensor network node 
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CC2530 is a true system-on-chip (SoC) solution for IEEE 802.15.4 and Zigbee 
applications. It combines the excellent performance of a leading RF transceiver with an 
industry-standard enhanced 8051 MCU, in-system programmable flash memory, 8-KB 
RAM, and many other powerful features. The operating ambient temperature range is 
from 40 ℃ to 125 ℃ and the operating supply voltage is from 2.0 ~ 3.6 V [9]. The 
CC2530 has various operating modes, making it highly suited for systems where 
ultralow power consumption is required. Short transition times between operating 
modes further ensure low energy consumption. The core current consumption is about 
1 µA in power mode 2 which need only 1 ms to be active [10]. 

SHT15 is Sensirion’s family of surface mountable relative humidity and temperature 
sensors. The sensors integrate sensor elements plus signal processing on a tiny foot 
print and provide a fully calibrated digital output. A unique capacitive sensor element is 
used for measuring relative humidity while temperature is measured by a band gap 
sensor. Both sensors are seamlessly coupled to a 14bit analog to digital converter and a 
serial interface circuit. The operating Range is from 40 ℃ to 123.8 ℃ and the 
resolution is ± 2.0 % and ± 0.3 ℃. The average power consumption is only 90 µW [11]. 

3 Software Architecture 

The software architecture is based on Z - Stack operating system in IAR Embedded 
Workbench development environment with C language. Z-Stack operating system is 
semi-open systems based on priority developed by TI for CC2530 SoC [12]. 
Monitoring functions can be realized by adding definition pins of CC2530 and SHT15 
in hardware abstraction layer and writing appropriate programs in application layer. 

System nodes complete initialization including system clock, stack, hardware, 
operating system and so on. After the initialization system start to query task events 
with priority followed by entering into MAC layer, network layer, hardware layer, 
application support sub-layer and application layer.  

If any event of binding time happens in application layer, sensor node reset SHT15 
sensor and start to collect data. Data collection includes two parts which are the 
temperature and the humidity. The monitoring node sends data to coordinator after 
collecting. Then, the monitoring node enters into sleep mode to save power and refresh 
the timer.  

CC2530 has three kinds of sleep modes: PM1, PM2 and PM3. Sensor node works in 
PM1 mode normally. PM2 mode is used to save power consumption and can be 
awakened periodically. PM3 mode has the least power consumption but it can be 
awakened by external interrupt only. In this paper, the function of 
“DRFD_RCVC_ALWAYS_ON” is defined as false. Sleep-wake up mechanism 
program can be realized by adding function of “POWER_SAVING” at the end of each 
application program. The flow chart of execution is shown in fig 2. 
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Fig. 2. Flow chart of monitoring node data acquisition 

4 Testing and Results Analysis 

For verification the system has been tested with two sensor nodes measuring the 
temperature and humidity at two different positions. SmartRF Studio 7 software 
developed by TI company is used for testing RSSI of sensor node and packet loss rate. 
The communication radio frequency is 2405 MHz. Sensor node sends 300 data in eight 
different distances with ten levels of emission power. The averaged results are showed 
in Table 1 and Table 2. 

Table 1. Testing results of RSSI (dBm) 

Power Distance/m 
/dBm 1 5 10 15 20 30 40 50 

4.5 -54.9 -64.0 -69.9 -72.7 -80.0 -85.5 -87.1 -94.9 
2.5 -57.0 -66.2 -71.7 -74.6 -85.6 -86.5 -89.5 -98.7 
1.0 -61.6 -66.5 -72.3 -77.7 -89.3 -92.4 -92.0 -99.4 
-0.5 -63.8 -68.1 -73.7 -81.5 -92.5 -93.3 -92.7 -98.0 
-1.5 -66.5 -69.7 -75.4 -83.1 -94.0 -93.6 -95.1 -100.3 
-4.0 -68.0 -74.1 -79.8 -86.8 -94.4 -97.1 -98.5  
-8.0 -68.9 -76.1 -83.7 -89.3 -95.2 -98.4 -99.3  
-12.0 -72.2 -84.5 -86.8 -92.2 -98.0 -99.4   
-16.0 -77.0 -84.1 -92.0 -95.4 -100.2    
-20.0 -80.3 -87.8 -95.0 -97.2     

Note: the blank space means node could not receive the signal. 
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Table 2. Testing results of packet losing rate (%) 

Power Distance /m 

/dBm 1 5 10 15 20 30 40 50 

4.5 0 0 0 0 0.5 0.7 1.3 2.9 
2.5 0 0 0 0 1.0 1.1 2.3 53.2 
1.0 0 0 0 0.2 1.7 2.7 3.4 51.6 
-0.5 0 0 0.2 0.6 3.8 7.2 8.7 61.8 
-1.5 0 0 0.1 0.8 7.5 7.3 9.2 92.5 
-4.0 0 0 0.3 0.8 14.0 27.2 42.0 100 
-8.0 0 0 0.7 1.6 20.0 50.7 78.8 100 
-12.0 0 0.8 0.7 1.8 33.1 71.5 100 100 
-16.0 0 1.1 4.2 4.6 96.7 100 100 100 
-20.0 0.3 4.2 7.1 20.0 100 100 100 100 

 
Test results show that RSSI attenuation trend is obvious related with the decrease of 

transmitted power. When the distance becomes longer, RSSI becomes weak and the 
packet loss rate begins to rise. Packet loss phenomenon is obvious when the RSSI 
reduced to - 100 dBm. Within the scope of 15 m, even - 16 dBm transmitted power can 
guarantee less than 5 % packet loss rate. But only transmitted power is 4.5 dBm sensor 
node can guarantee the communication reliable. The wireless link is more reliable only 
if the communication distance is limited in a reasonable scope with a strong transmitted 
power. The comparison chart of RSSI and packet loss rate is showed in Fig.3 and Fig.4. 

  
Fig. 3. Comparison chart of RSSI 
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Fig. 4. Comparison chart of packet losing rate 

The comparison results show that RSSI is above - 95 dBm and packet loss rate is 
controlled within 8% when the distance limited to 30 m and the transmitted power 
above - 1.5 dBm. According to the actual situation, the distance between sensor nodes 
is no more than 20 m. It proves that the system can be applied in cold chain logistics and 
the communication is reliable. 

5 Conclusions 

In this paper, a measuring system that is conceived for the monitoring of the 
temperature-sensitive products during their distribution has been proposed. The system 
consists of nodes based on CC2530 SoC and SHT15 sensor that are able to carry out 
measurements of the temperature and humidity around the monitored products. The 
testing shows that system performed well when the transmitting power is above - 1.5 
dBm. The RSSI can ensure over - 95 dBm and packet loss rate is less than 10 % in the 
range of 30 m. The obtained results prove the effectiveness of the proposed solution. 
The system can be used in a variety of practical applications. 
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Abstract. With the problems of food safety happening increasingly, the 
demand of the public for agricultural products becomes stronger and stronger. 
This paper declared the status of the production process of pollution-free 
vegetables in Leping city of Jiangxi Province in detail. At the same time, it put 
forward the existing problems in the current process and the recommend for 
new system. In the end, based on the internet of things, it designed the 
Agricultural Farm System, including the process of purchasing, storage and 
outbound, planting, processing, sale and distribution. 

Keywords: the internet of things, agricultural products traceability, information 
system. 

1 Introduction 

Agricultural product is the necessity for people to survive, however, in recent years, 
the quality problem of agricultural product has exposed frequently in China, which 
has seriously influenced the healthy bodies and daily lives of consumers. The 
agricultural products with higher safety and higher quality are popular in consumer 
markets. Especially with the development of economy, the production and sale of 
agricultural product are increasingly separating, which made it more difficult to get 
safe information of agricultural product. So, in order to realize a traceable market 
requirement, which asks for the development and establishment of an Agricultural 
Product Traceable Information System directly, more effective measures must be 
taken to strengthen the management and supervision of agricultural production. 

Since the 1990s, many developed countries already have traceability systems. The 
countries in European Union (EU) first apply agricultural products traceability system 
in the product of live cattle and beef. EU issued a White Paper on Food Safety in 
January 2000, and declared all relevant production operators' responsibility in the 
process of product circulation from farm to table. In the regulation No 179/2000 of 
EU, companies are stipulated to provide assurance measures on materials and date to 
ensure their safety and traceability in the process of production, processing and sales. 
In USA, government could farther to promote management functions based on 
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agricultural products traceability system. In 2003, U.S. food and drug administration 
(FDA) published the food safety tracking regulations, in which all enterprises, 
involved in food transportation, distribution and import, are required to establish and 
preserve the whole process of food distribution records. In order to promote the 
traceability of agricultural products, a series relevant laws and regulations are 
established in the field of agricultural products traceability. Domestic scholars 
emphasis the importance of establishing agricultural products traceability system to 
the quality and safety of agricultural products, and put forwards many 
countermeasures against the current problems. 

2 The Problems and Present Situations of Vegetable Production 
in Leping 

There are 20,000 hectares for vegetable planting in Leping in 2007. Its total output 
has broken through 600,000 tons; the vegetable planting area of the city is 17,000 
hectares, and the total output is 620,100 tons. It covers the ten vegetable varieties of 
100 major categories, of which more than 80% of the export of vegetables, by the end 
of 2010 the city's vegetable planting area has reached 22,000 hectares with an annual 
average increase of 4%; the total output of vegetable is 960,000 tons with an annual 
average increase of 12%; and the total output value of about 1180,000,000 RMB with 
an annual average increase of 17%. Vegetable wholesale market transaction volume 
reaches 701,000 tons with an annual average increase of 1.5%; turnover is expected to 
reach 1380,000,000 RMB, an increase of 17.4%. By 2011, the city's vegetable 
planting area is more than 25,000 hectares, and total output is 990,000 tons. Leping 
became the largest vegetable base and vegetable distribution center, price and 
formation center, information and Communication Center in Jiangxi province. It 
became the important distribution center of vegetables in the Yangtze River Basin, 
and has long enjoyed a good reputation of national dish country of the Yangtze River 
and the national pollution-free vegetables Demonstration County. 

2.1 Existing Problems of the Vegetable Production Business Pattern 

Problem 1: Pick up seeds. Due to the lack of the information of seed selection and 
source, the production of seeds planting cannot be adjusted to response to market 
demand in time, and cannot fit for the customer’s demand. 

Problem 2: Breeding. The planning of breeding is not reasonable that leads the lack 
of production or too much of production. 

Problem 3: Decide planting. In planting decisions, the processes cannot be precisely 
controlled due to non-complete historical information. 

Problem 4: Field management. Don’t have complete record. So the field management 
cannot provide statistical information, and predict crop’s needs of fertilizer, water and 
sunshine to provide reference standard for plant operation. 

Problem 5: Harvest. Harvest does not have the unity of records due to individual 
records. People cannot statistical the output of fields. 
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2.2 Existing Problems of the Current Mode of Vegetable Processing 

Problem 1: Process management. In vegetable processing, such information cannot 
be recorded, including time when vegetables reach the machining center, weight, 
operation personnel. So the formation cannot be reversely traced.  

Problem 2: Warehousing operations. No record the related information of each 
storage products, including the name, batch, quantity, storage time and warehousing 
operations et al. The information of the products in storage cannot be traced back. 

Problem 3: The inventory query. Due to lack of inventory information, the inventory 
situation are present cannot been known in any time, so cannot provide and reference 
information to production, procurement and sales. 

Problem 4: Scrap processing. Without a complete waste treatment process, at present 
the warehouse keeper will statistics the information about the scrapped productions 
according to scrap processing requirements, information will be summarized and 
reported to the superior leadership. 

Problem 5: Outbound processing. No record about the reason of the outgoing 
products, including name, product batch number, storage products, delivery time, 
delivery etc. The detailed information of the outgoing products cannot be traced 
reversely.  

2.3 The Problems Existing in the Sales Distribution Nowadays 

Problem 1: Distribution management. The plan of distribution lacks of the 
distribution automatic plan system, nowadays the formulate of the plan about 
distribution is related to the forms and records of distribution, but very little of the 
members information can complete the tasks at the required time, so as you can see, it 
will be very difficult to complete the tasks when the member scale expanded. 

Problem 2: Distribution statistics. We just have each piece of distribution plan, if you 
want to statistics one of the project targets, you need to do it by yourself. 

Problem 3: Satisfactory of the statistics. Don't set completed satisfactory evaluation 
system, cannot give a completed statistics and analysis to the customer's evaluation, 
so it is very difficult to improve the operation of the product, plant, and distribute.  

3 The Design of Function Modules 

Through the analysis of the production process, at the same time, in order to make 
system exchange and share data with the related system better, especially in order to 
complete the system after the long and arduous system maintenance tasks in the 
operation, reduce the maintenance work in the development, on this basis, we can 
propose the component development according to the function of the system, as 
shown in Fig. 1. It is the core modules and the basic functions of the system. 
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According to the business process, we can design the parts of procurement process, 
storage process, planting process, processing flow, flow distribution in the agricultural 
products traceability system. In the follow sections, the design of each part and links 
of those parts will be respectively described in detail. 

3.1 Procurement Design 

Purchase link is the initial part of the production and processing. Through setting up a 
rigorous procurement process, we can avoid that inventory source become a problem. 
Purchasing module can be divided into four sub-modules, including the procurement 
plan, procurement process, sourcing and purchasing statistics. The node sets realize 
that the whole purchasing process can more be standardized, and the authentic data 
can be obtained. 

In the procurement procedure of setting up purchase plan, each procurement plan 
number can corresponds to multiple purchase batches, and the information of each 
batch includes corresponding product and the relations information. Because a 
product’s bar code corresponding to sole one purchase batches, we can quickly find 
the source of kinds of problems by inversely information tracing. 

3.2 In-Out Stock 

In-out stock represents the link of the raw materials’ procurement and the recipient of 
warehouse. In order to guarantee the accuracy of entering warehouse and alleviate the 
press on the audit, a link of audit can be set. Thus, not only can guarantee the 
accuracy of the data in stock, but also will make the process of structure more clear 
and easy. The efficiency of all works can be improved based on the accuracy of data. 
No matter what kind of storage types, including procurement warehousing and 
unplanned put in stock, all need to be handled in storage applications. This is the 
goods cannot be put in stock until they pass the audit. 
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3.3 Planting Process 

According to the demand analysis report, the main processes for planting include 
seeding, sowing, the field of management and harvesting link. Although the types of 
field management are far too many, these are just some of the operating records in the 
system, namely the choice of the state. Therefore, the planting processes designed in 
the system sequentially include fielding, seeding, managing, and harvesting.  

The module settings of the planting management in the system includes the 
planting of structure module, the field of management module, the record of harvest 
module, and the temperature field management module, etc. When users begin to run 
the system, the planting module chooses the large field or basement to plant and gets 
the seeds to be sowed.  At the same time, the system will automatically calculate the 
planting area according to the basic data of the large field, while associating the 
information about sowing seeds of purchasing batch and supplier, etc. in the module 
of field management, the user can record the daily maintenance and the operation 
management. The later product traceability can be supported by the data provided 
from system module. 

3.4 Processing Flow 

With regard to fruit and vegetable products, the processing of agricultural products 
includes picking, weighting, packaging and printing barcodes. The detailed processes 
can be shown in Fig.2.  

In view of the processing flow, there are three sub-modules in the system: the 
product to be processed, the processing order management and processing lists. The 
product information in process module comes from the module of picking operation. 
After completing pick operation in user management module, the system will 
automatically jump to the agricultural information management module and continued 
to process in cultivation of agricultural products.  

The operators can be selected to develop a single process to agricultural products, 
and this process will be displayed in a single list processing module. The module will 
detail the various work orders to be processed and the total number that have been 
processed, the operator simply click the Print button weighing, bar code printers 
connected to the system will be based on the current situation of weighing products 
print out the appropriate bar code, At this point the product will complete the 
processing operations, Meanwhile, the agricultural information will jump to the 
finished products. 

3.5 Sales and the Distribution Process Design 

The business model is the integration of production and sales and distribution, so in 
the process, system can order from application to distribution, warehousing, 
distribution complete until the process monitoring. 

For the sales and distribution of the module, the system set up the order 
management and distribution management the two modules respectively, an order, 
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order review, order tracking, order record four modules including order management 
module, and distribution management module in distribution, distribution and 
delivery records specified on the three modules. Orders for information input module 
has two types, one is the company clerk keyboard added, another is the customer 
place an order on the official site, and then automatically displayed in the modules of 
the system. When there is an order, staff and click “submit” button, the order will be 
submitted to the order review, for review staff review, through the audit, a database 
management module "plan library" module will have the invoice, the invoice is 
generated automatically according to the orders, the staff can do the picking operation 
the order here, open distribution interface, using scanning gun scanning distribution 
product bar code, distribution is completed, the invoice status displays distribution is 
completed, the message appeared “outbound” button, click the button to open the 
library, library editing interface, enter the appropriate information from the storage, 
outbound order, the product he completed the warehouse operation. Then, information 
of the order is shown in the distribution of the specified module, here, the staff want 
to edit the order distribution list, specify the distribution of personnel and vehicles, 
while the distribution process of the vehicle real-time monitoring, until the 
completion of the income distribution in the signature and date of receipt, the 
monitoring end. 

 

Getting the seeds and sowing 

Statistics of plant cost 

Harvest 

Field management The output statistics 

 

Fig. 2. The flow chart of planting process 

3.6 Ascend Ways 

There are two kinds of query methods of agriculture products traceability, the direct 
use of mobile phone or PDA to scan the bar code. Two-dimensional code affixed on 
the product packaging can query to the relevant information of the product. A product 
bar code on the official website can also be traced back to the relevant information of 
the product. 

4 Conclusions 

In the paper, on the background of frequent food safety issues, some related policy 
and technology application in the current domestic system is summarized firstly. The 
facing problem, the command of information system and agricultural production, 
processing and sales process flow are detailed analyzed. Finally, according to the 
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recommend analysis, it built the Agricultural Information Tracking System which 
shows the optimization and improvement of production process, especially in the 
aspects of procurement and field management. The design of multi-node audit 
guarantees the authenticity of the data and the executive supervision. 
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Abstract. In nowadays’ world, frequently occurred agricultural food safety 
events have severely done harm to people’s health and directly initiated great 
trust crisis to governments and agricultural food enterprises, and the E-
commerce as virtual economy can enlarge the trust crisis terrifically. As a 
result, to establish unified traceability information sharing platform of 
agricultural supply chain has become an urgent task for the related 
organizations. This paper begins with an exploratory research on design and 
realization of Agricultural Food Supply Chain Tracking System (AFSCTS) in 
E-commerce environment, which can provide a powerful technical support for 
timely tracing and finding the link where a agricultural food safety problem 
happens in the supply chain. This paper has 5 sections: the first to briefly 
introduce the concepts relevant to AFSCTS and the significance of this 
research; the second to analyze three key technologies (RFID technology, 
database integration technology and data security technology) utilized in 
AFSCTS; the third to elaborate on two key algorithms (traceability algorithm 
and data encryption algorithm) designed in AFSCTS; the fourth to design and 
implement AFSCTS based on three key technologies and two key algorithms, 
and the overall system frame and function structure are narrated detailedly in 
the paper; the last to apply the AFSCTS in Nanfeng county (the hometown of 
famous Nanfeng Orange in China) for tracing agricultural food, and the system 
implementation has achieved experimental success. 

Keywords: agricultural food, tracking system, supply chain, E-commerce. 

1 Introduction 

1.1 Related Concepts  

Currently, there is no a unified authority definition of Food Supply Chain Tracking 
System (FSCTS). According to ISO standards (ISO22005, 2013), tracking system can 
identificate and track object position change by recording items code. Food 
traceability can be defined as tracking all stages (from production, processing to sales) 
about food products (J. A. Monahan, 2012; T. Simpson, 2013) [1]. The European 
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commission defines that FSCTS is the Management Information System (MIS) to 
trace material used in animals or feeds in any specified stages of food supply 
chain(M. Reynolds, 2012; R. Angeles 2012) [2-3]. The definition of Agricultural 
Food Supply Chain Tracking System (AFSCTS), provided by the United Nations 
Codex Alimentations Commission (UNCAC), is a computer system to trace 
agricultural food in production, processing, distribution and sale process of 
agricultural supply chain (F. Fisher, 2013) [4]. 

In western nations, more and more attention is focused on the research of Tracking 
System, such as Tracking System based on products supply chain (May Tajima, 
2013), Tracking System based on hospital applications (T. Monahan, 2012; P. 
Stanfield, 2013), and children’s tracking system for large amusement parks 
(Xiaodong Lin, etc., 2012) [5-7]. These systems have achieved traceability function 
by database technology and RFID technology. With continuous development of RFID 
technology and continuous decline of its cost, research on Tracking System is getting 
increasing attention, especially in monitoring the quality and safety of food (MinBo 
Li, ZhuXu Jing, Chen Chen, 2012) [8]. These applications based on RFID have 
accelerated RFID technology development in E-commerce environment (Feng Huang, 
Peng Hao, HuaRui Wu, 2012) [9]. 

European Bovine Spongiform Encephalopathy (BSE) crisis in EU countries 
represented as the global scope vicious food safety incidents’ outbreak. CAC 
Biotechnology Intergovernmental Task Force Meeting divided FSCTS into five parts 
(records management, inquiring management, marking management, liability 
management and credit management). According to the features differences of 
agricultural food Tracking System, Elise Golan, an American scholar, sets three 
standards to measure AFSCTS: breadth, depth and precision (X. L. Kwan, 2010) [10]. 
Among them, breadth means the information scope that the system contained, depth 
means the distance that traceability information goes forward or backward, and 
precision means the ability that can determine unsafe food source or certain features 
of goods (Elise Golan, 2008) [11]. 

Generally, AFSCTS is divided into two kinds: one is oriented to the consumers, 
this means tracing from the upstream node of food supply chain to downstream node 
(e.g. consumers); the other is oriented to the suppliers, this means tracing from the 
downstream node of food supply chain to the upstream node (e.g. food production 
source). In view of the importance of food safety, there are more researches focused 
on the latter tracking system in E-commerce environment. 

1.2 Background and Significance 

In recent years, frequently occured food safety events (such as SanLu milk powder, 
Foot-and-mouth disease, Avian flu, PRRS, etc) have been severely doing harm to 
consumers’ health, causing huge economic losses in many countries, and directly 
initiating great trust crisis to governments and enterprises in food supply chain (N. K. 
Porter, 2011). In order to help the governments and the related organizations timely 
find food safety problems in the process of production or circulation and make the 
responsibility of enterprises or related departments clear, it has become an urgent and 
important task for domestic and foreign governments and the related organizations to 
establish unified traceability information sharing platform in food supply chain. 
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Developed countries have issued a series of relevant laws and regulations, which 
require that all enterprises engaged in production, processing, packaging or managing 
food of human or animal must provide traceability information platform (C.W. Lau, 
2011). In the United States, food enterprises must trace and find food problem within 
48 hours,or face large sum of astonishing fines; In Japan, only through many hurdles, 
then food could be on dining-table; In France, if a store is found to sell expired food, 
the store will be shut; In Canada, 80 percent of food can be traced to source, and the 
country is realizing “the brand Canada” strategy (Stanford, 2010). 

At present, China’s frequent malignant events of food safely (such as toxic powder 
event, Sudan red event, turbot fish event, and bonny big event) directly shocks the 
Chinese Central government. Food safety problem has become the focus of attention 
of the whole China society (C. J. Tao, 2011). Researching and developing AFSCTS is 
imminent in China, and it can provide powerful technical support to crack down on 
food crime and safeguard people’s health. In this paper, we planned and designed 
AFSCTS based on  three key technologies and two key alogrithms.  

2 Key Technologies 

There are three key technologies (RFID technology, database integration technology 
and data security technology) utilized in AFSCTS under the environment of  
E-commerce. 

2.1 RFID Technology 

RFID (Radio Frequency Identification), arises in recent years, is a kind of automatic 
identification technology. It has become one of indispensable support technologies in 
Internet of Things today. RFID has some characteristics such as unique identifier, fast 
read and write, untouched identification, mobile identification, and multi-target 
recognition (1000 tags can be simultaneously identified per second) make it possible 
to realize efficient traceability for supply chain system. In RFID System, digital 
memory chips with unique electronic commodity codes can be pasted on single food 
product, and receiving equipment can activate RFID tags, read and change data, and 
transmit data to host computer for further processing the data. Operating principle of 
RFID technology is shown in Fig.1. 

At present, the method based on traditional bar codes can not realize traceability 
management for the whole food supply chain. Compared with bar code technology, 
RFID tags are more suitable for managing the whole process of food supply chain 
from farmland to dining-table. Because there are unique identification codes, data 
erase duplication, tag with large storage for data, and fast response for identifying tag 
with a long service life, RFID can be used in bad condition such as high temperature 
and humidity. Applying RFID technology can not only identify every unit of goods 
but also may effectively identify each node of supply chain to track and trace each 
link of supply chain. These links include processing, packaging, storage, 
transportation and sales. This may timely find out existing problems and properly 
handle them. 
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Fig. 1. Operating principle of RFID technology 

2.2 Database Integration Technology 

Heterogeneous database integration technology can merge and share data resources or 
hardware resources from different databases. Through database integration 
technology, information of monitoring product from databases of each enterprise in 
supply chain will be integrated. This can achieve to trace food in whole supply chain, 
and each enterprise can use its database without redesigning or rebuilding new 
databases. This can save costs for tracing food supply chain. 

In recent years, technologies applied to integration of databases mainly include 
middle ware, mobile agent and XML. The features of mobile agent is autonomy, 
mobility and collaboration. There are also distributed self-learning and self-reasoning 
about mobile Agent. So, the rapid development of mobile agent can give a new way 
for research on the heterogeneous database integration technology. XML has 
gradually become industry standard of data representation and information exchange, 
and it may provide a platform for transferring data of relational databases of 
heterogeneous and different platforms. The combination with mobile agent and XML 
could improve the efficiency of user queries in process of heterogeneous database 
integration. XML is a model used to describe data structure. It utilizes a mechanism to 
describe contents of related table in database and standardized combination form in 
files. XML also defines description rules such as file structure, data type and so on. 
XML has been widely used to access to heterogeneous data sources and transmission 
of middle ware. As network technology and software technology continue to evolve, 
distributed and heterogeneous topology has become remarkable characteristics of all 
kinds of calculation and development environment of system. Heterogeneous 
database integration technology has been considered to be hotpot and difficult issues 
in Database fields by domestic and foreign academia and industry. 

3 Key Algorithms 

There are two key algorithms (Traceability algorithm and data encryption algorithm) 
designed in AFSCTS under the environment of E-commerce. 
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3.1 Traceability Algorithm 

In China, the traditional traceability algorithm can only trace a enterprise but can not 
trace all node in the supply chain, and the traceability procedure only starts after 
unsafe food have done harm to the society. As a result, this traceability is often too 
late and not so successful. 

In order to establish tracking and tracing model in Tracking System, we need to 
make sure the EPC coding about the products in the supply chain and the mapping of 
the data information in Tracking System. In the actual application system, mainly 
information of product coding contains two parts: identification information and 
record information. The identification information can be used to set the only logo to 
the product, and it gets the EPC logo through multi-level to make sure the continuity 
of tracing process and tracking process. Generally, the record information contains 
main information of the product. It mainly is used by supply chain enterprises to 
communicate between internal and external. The tracking information of product 
comes from the object events, and it changes tracing event information into tracing 
unit information for realizing tracing each unit back on the supply chain. 

Product traceability unit can be defined as formula (5): 

{ }ni sssS ,,, 21 =                                (5) 

Si is used to describe object products set in the supply chain, and it also consists 
other objects in same supply chain. The change of each object is corresponding to the 
corresponding events. So each object Eij contains event set eik, and k∈{1,2,…,j}. Eij 

can be expressed as formula (6): 

{ }ijiiij eeeE ,,, 21 =                               (6) 

Where, object i contains events j. Each event is corresponding to the change of 
information, such as product status, position and properties, and tracing events can 
effectively ensure continuity of traceability. Therefore, Object Si in time t runs 
through a supply chain node, and then its status Ct(Si) can be described by several 
parameters as   formula (7): 

( ) { }, , , , ( ), ( ), ( ), eal ( )t i t t i i i t iC S M E t ID Type S Loc S Step S R S=
   

 (7) 

Where, Time t is used to express the status of time utility. 
IDt is the corresponding labels about the object Si at moment t. 
Typet (Si) is the business operation types in the process of the supply chain about 

the object Si at moment t. 
Loc(Si) is the position in the process of supply chain about the Si at moment t. 
Step(Si) is the business step at supply chain node about Si at moment t. 
Realt(Sj) is used to describe the association contact between object Si and other 

object Sj, such as the relationship between the product object and the packing bag 
object, and it realizes the binding and split between different objects. 

Object value M is serial number about the object Si  associated with the other 
object Sj. M can be expressed as formula (8), where i is not equal to j: 
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Event value E is sum of all Function Ej with parameter Si in given time t, and it 
can be computed as formula (9): 

=
n

j
ij SEE )(                                      (9) 

AFSCTS designed in this paper can not only trace a node, but also trace the whole 
supply chain. It can not only support traceability after the event, but also support 
traceability before the event. The AFSCTS with real-time monitoring can eliminate the 
potential unsafely of food and to protect people's life safety. Traceability algorithm can 
obtain and express corresponding tracing results through EPCIS interfaces. Pseudo-code 
of main tracing algorithm in the AFSCTS is described as follows： 

 
Retrospect (Epc_code, eventlist, event *curr, track *pro ,&n)  
{ eventlist = getQueryNames(); 

    epc_code = getSubsIDs(*curr, &n); 
int i; string e_track, e_stander_track; 
for(i ; i<=n;  i++)        

{ if (eventlist. epc_code == epc_code)  
e_track = getVendorVer () ;  
e_stander_tracl == getStanVer ();} 
if (eventlist ==null) 

                   output(getSubsIDs(*curr, &n)) ; 
else { 

for(i=1,i<=length(eventlist),i++)  
{output(getSubsIDs(queryName: string))}} 

The main interfaces of EPCIS in the ASCTS have been specified in Table I. 

Table 1. The main interfaces parameter of EPCIS 

No. Name Parameter Type 

1 Subscribe Query Name string 

2 Subscription Controls Subscription_ ID string 

3 unsubscribe Subscription_ID string 

4 getQueryNames  list 

5 getVendorVersion  string 

6 getVendorVersion  string 
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3.2 Encryption Algorithm 

There are some important information ( e.g. money or assets information and 
consumer information ) in AFSCTS. It is hard for enterprise to define potential 
intruders, because information resources are sharing by all firms in supply chain. If 
food supply chain information system is illegally invaded, that may cause huge 
financial losses for the firm which is invaded, or even all node enterprises in the 
whole supply chain may suffer huge losses. Data encryption is very important for the 
system because integrated database is used in the system. It is essential to use 
electronic tag with identity authentication and encryption system in order to protect 
commercial secrets of each node enterprise in AFSCTS. At present, the research 
about data security of RFID is paid more attention. Advanced Encryption Standard 
(AES) is post by NIST in 1997, and now it is considered to be a replacement for DES 
that represents traditional symmetric encryption algorithms. After several years, NIST 
sifts many algorithms and eventually determines to take Rijndael algorithms as AES, 
which is invented by Vincent Rijmen and Joan Daemen as the replacement of DES. 
NIST have established a new standard of AES in May, 2002. Rijndael uses a very 
limited storage of RAM and ROM, this makes Rijndael to be a excellent candidate 
when it is applied in resource-constrained environment. Therefore, it is possible to 
realize encryption of RIFD technology. So this research proposes that AES algorithm 
is transported to the food supply chain Tracking System for guaranteeing data security 
in shared database. But taking into account such factors as the cost of technology, 
successfully applying Rijndael in RFID needs to be studied; this article raised the idea 
of the data encryption. 

Main part of the Rijndael is Mix Column transform, and it has mainly accessed 
knowledge of polynomial arithmetic. Here are the domain F2n of arithmetic, which 
can be calculated as formula (10) : 

( ) 01
2

2
1

1 axaxaxaxf n
n

n
n ++++= −

−
−

−                     (10) 

Where, coefficient ai is from Polynomial coefficients as the n-tuple, and the tuple 
can correspond to the number of binary computer. So, it is convenient to realize 
program to apply this algorithm in computer. Rijndael algorithm includes: S-box, 
shiftRow transform, MixColumn transform, and AddRoundKey. AddRoundKey is 
regarded as the last step, and each round key is combined with the message by XOR 
operation, which may have formula (11) to represent, and j=0,…, Lb-1: 

( ) ( ) ( )0, 1, 2, 3, 0, 1, 2, 3, 0, 1, 2, 3,, , , , , , , , ,j j j j j j j j j j j jb b b b b b b b k k k k← ⊕
              

(11)
 

AES uses a loop structure to realize iterative encryption and input data by 
permutations and substitutions. Permutations are rearranging data. Substitutions are 
replacing another with a unit of data. ASE uses all kind of different technologies to 
achieve permutations and substitutions. In our AFSCTS, the key can be produced by 
data encryption algorithm. The pseudo-code is as follows: 
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Keyproduction (byte Key1, byte Key2) 
{  for (i=0; i<Nk; i++) 
       Key2[i]=(Key1[4*i],Key1[4*i+1], Key1[4*i+2],Key1[4*i+3]); 
       for (i =NK; i< Nb*(Nr+1); i++) 
          { temp = Key2[i-1]; 
           if ( i%Nk ==0 ) 
           tempx=RotBytes(Rcon[i/Nk]) 

 temp=SubBytes(tempx); 
           else if ((Nk ==8) && (i%Nk ==4)) 
                 temp =SubBytes(temp); 
                 Key2[i] = Key2[i-Nk] ;}} 

3.3 Data Security Algorithm 

With rapid development of network technology, the degree of openness, sharing and 
interconnection of Internet are continuously improved. It is more and more important 
for information safety to construct AFSCTS, which should take reliable measures to 
guarantee data safety. At present, there are several methods of security design about 
AFSCTS based on RFID technology. 

(1) Data of RFID tags is encrypted. EPC code is encrypted by RSA algorithm and 
then the code is written down in tags. Literacy device with private-key read labels 
cipher text can encode and decrypt to get EPC gold-digging. RSA algorithm is the 
evolution of RICE which was published by Ron Rivest, Adi Shamir and Len Adleman 
from MIT in 1987. RSA is a kind of block cipher. The text passwords and cipher text 
of the RSA are integer between 0 and n-1. Based on block M of text passwords and 
block C of cipher text, the process of encryption and decryption could be described as 
formula (1) and formula (2): 

eC M=                                         (1) 

                  .mod modd e dM C n M n= =                             (2) 

Based on the above formulas, both sender and receiver have known the variable n 
and variable e, so the only requirement is that receiver has to know the variable d. The 
equation of public key is PU={e,n}, and the equation of public key is PR={d,n}. 

(2) RFID reader approves the authenticity of labels by HB Protocol, and HB 
Protocol is introduced by Hoper and Blum (2012). HB Protocol can be used to solve 
personal identity authentication, and it can also effectively solve message of asking 
for reply in process of eavesdropping and authentication. 

(3) Though database decipherments to protect the security of system data. During 
the process of encrypting AFSCTS data, encrypted data have been stored in the 
server. The data in the server is safe, because there are not keys on the server. Even if 
someone can make an incursion to the server, and he has no access to the data 
encrypted. The client system has a copy of encryption key, so users can obtain the 
data through corresponding method. During the process of encrypting AFSCTS data, 
each record of the database is encrypted by block. Each line named Ri can be taken as 
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a continuous block which can be expressed as formula (3) and the entire line can be 
expressed as formula (4): 

( )iMiii xxxB 21=
                                (3) 

       
( ) ( ( ) )iMiij xxxkEBkE 21,, =

                 (4) 

(4) Using CA technology can realize RFID data safety in the process of 
transmission on the net. User's identity is identified between RFID client and data 
center in tracking server rooms by digital signature technology. In the process of 
transmission, message authentication code is added into confidential RFID data so as 
to realize packet encryption and data integrity checks. 

According to safety requirements of AFSCTS, we can independently or 
collectively apply those safety technologies. Eclectically considering between cost 
investment and security degree, we realized storage and encryption algorithms of 
security system by software. Certainly, they can rely on hardware to achieve, but with 
lower processing power and higher cost of tags encrypted than the former. 

4 Application and Realization  

At present, AFSCTS is designed and applied in Nanfeng county. Nanfeng county is 
located in the southeast of Jiangxi Province, China. It is famous orange hometown, 
where Nanfeng Orange was regarded as "Orange King" by the president of former 
Soviet Union Stalin and also praised as "Gold Orange" by Chinese Premier Wen Jiabao.  

Beautiful Nanfeng is abundant not only in orange but also in other characteristic 
agricultural foods (e.g. rice, pickles, turtle, bean milk skin and beating tea). Although 
international market demand is very large for these agricultural foods, actual exports 
cannot meet them, even Nanfeng Oranges was unsalable in domestic market at one 
time, partly because there is no tracking system of agricultural foods, so it is very 
difficult to track agricultural foods and to find the reasons when food unsafely events 
happen. Some unsafely events occurred in recent years have seriously done harm to 
the world brand of Nanfeng Orange and shares of international market. So, to ensure 
quality safety of agricultural foods is very meanful work for striving to expand the 
international market. Based on the above three key technologies and two key 
algorithms, overall framework and function structure of Nanfeng county’s AFSCTS 
are described as follows. 

4.1 Overall Framework 

General idea of the system design is described as follows: Integrate the data processed 
by Event handler, then store the above data in a public database of AFSCTS. Because 
the integrated data usually involves business secrets, supply chain enterprises can 
encrypt the data for protecting business secrets. The user who has permission can 
access public database to query the corresponding data. Integrated database involves 
the whole supply chain of each enterprise's monitoring data, so there is huge amount 
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of data in this shared database, and it needs to store the previous data regularly in 
historical database.  

When a tracing request involves historical data, it can use tracing query by calling 
the historical database or archiving the data in the historical database to the current 
data. Integration database of AFSCTS generally stores each enterprise’s monitoring 
data, and it adds a historical database for relieving the pressure of integration database 
and increasing query sensitivity of current product status information. Based on 
supply chain integration database, we can design a special food product traceability 
platform conveniently for the users who have permissions to trace products, and 
feedback the result of retroactive to users directly. Here the user usually refers to the 
customer who has key, because it involves the data security and the data on all aspects 
of the product may be encrypted. The AFSCTS for Nanfeng county can also track the 
flow of products, and it’s more convenient for enterprises  to analyzing the market. 

Overall framework of Nanfeng county’s AFSCTS is shown in fig.2, where this 
framework includes RFID data flow based on complex event handling mechanism of 
EPCIS. According to the EPCIS standards, AFSCTS can be divided into two parts 
(Master data and Event data), and the two events include simple events and complex 
events. According to the business function of complex events, it can be divided into 
Object Event, Quantity Event, Transaction Event and Aggregation Event. Filtering 
repeated data and classifying into various incidents based on its function, EPCIS has 
special events capture operation module, and it will capture events to handle the  
 

 

Fig. 2. Overall framework of Nanfeng county’s AFSCTS 
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processing center in the stream of event, then issue these events. The capture interface 
can be defined as Capture (event:List< EPCISEvent >): void.In the whole of this 
operation, data is employed by RFID technology, then deposited in each link database 
of the subsystems in AFSCTS respectively. 

4.2 Function Structure 

Based on the above design thought, monitoring information of products in the whole 
Nanfeng agricultural food supply chain is integrated, and then stored in integration 
database of AFSCTS. Hence, any authorized nodes in the supply chain (e.g. 
enterprises, Governments, or consumer) can trace the sources and whereabouts of 
Nanfeng agricultural foods conveniently from this database. In this system, it's worth 
saying that Nanfeng agricultural foods can be reversely tracked and positively tracked 
in the supply chain.  

There are main four functions of AFSCTS to be designed for Nanfeng agricultural 
food supply chain in the paper, namely planting monitoring, processing monitoring, 
transportation monitoring and sales monitoring. Its function structure is shown in Fig. 3. 

(1) Planting monitoring: through RFID technology, this system mainly real-timely 
records the detail of Nanfeng agricultural products’ planting information, such as 
plant varieties, seeding records, irrigation records, fertilization records, pest control 
records, and manage the information about pesticide purchase, storage, use and safety 
period. If pesticide expired or banned pesticide appears, it will give off warning 
information. After Nanfeng agricultural foods are picked, picking date, plot numbers 
and picking sequence will be batched by the times number. Put all basic information 
including management personnel’s name together in a label card written by the times 
number, thus make each participating object on tracing chain of agricultural foods. 

(2) Processing monitoring: because information about Nanfeng agricultural foods 
can be easily added to labels, once these foods enter the processing link, the related 
processing enterprise can read the label information of the products first, and then 
according to the needs in itself, change or add the corresponding information (such as 
processing enterprise name, processing time, processing address and packed weight) 
to the labels. 

(3) Transportation monitoring: when preparing Nanfeng agricultural foods for 
loading, it uses fixed literacy to detect the products in loading area. AFSCTS first 
reads the label card of transport vehicles automatically, this label card records basic 
information of the vehicles such as nameplate and owner’name. If the label card is 
read with illegal data, it will alarm automatically. After loading finished, loading 
personnel needs to add loading information to label card, such as loading time, start 
time, destination and so on. 

(4) Sales monitoring: Manager can read label by reader automatically to establish 
special sales monitoring system (such as monitoring system of supermarkets) based 
on RFID technology. If the customers pay online, AFSCTS can not only trace 
information record of this customer and know final whereabouts of Nanfeng 
agricultural foods, but also it can trace these products sourcing in the upper supply 
chain. 
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Fig. 3. Flow-process diagram of AFSCTS 

5 Conclusion 

There is an old saying “Food is the paramount necessity of the people.” In recent 
years, frequently occurred agricultural food safety events all over the world have  
been severely doing harm to people’s health, and also directly initiating great trust 
crisis to governments and the society. In order to timely trace and find unsafe 
agricultural food source and provide a powerful technical support to crack down on 
food crime and safeguard people’s health, designing and developing AFSCTS is of 
great practical value and social significance and is supported by the government and 
all walks of life. Based on three key technologies and two key alogrithms, our 
research groups begins with exploratory research for designing and planning an 
AFSCTS in E-commerce environment, which is applied in Nanfeng county (the 
hometown of famous Nanfeng Orange in China) for tracing food safety of Nanfeng 
agricultural Supply Chain, and the experimental result of this system implementation 
is successful. As supply chain Tracking System has seldom been applied to 
agricultural food supply chain in China, the research and application is an innovation, 
and its fruit can be used in pharmaceutical and dangerous goods industry as well as 
agricultural food supply chain. 
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Abstract. EPIC model has been evaluated and used world wide, however there is 
still some disagreements on the simulation results of nitrogen cycle. Based on 
field experimental data, simulation results of soil NO3-N was evaluated and the 
parameter sensitivity for simulated NO3-N was analyzed in irrigated winter 
wheat / summer maize field on the Loess Plateau of China. Results showed 1) 
EPIC model estimated soil NO3-N content and its movement among different soil 
layers well, with the mean RRMSE value of 0.46, for irrigated winter wheat / 
summer maize cropping system in the semi-humid region of the Loess Plateau. 2) 
Simulation results of soil NO3-N was more sensitive to soil parameters, 
compared with crop parameters and meteorological parameters. 3）To improve 
the parameter value of BN2, HI, TB, WA, CNDS, BD and FC was better to the 
EPIC model to simulate soil NO3-N on the Loess Plateau of China. 

Key word: NO3-N, Parameter sensitivity, EPIC model, The Loess Plateau. 

1 Introduction 

Nitrogen is one of the macronutrients necessary for plant growth[1] and plays an 
important role in increasing crop yield during the past century[2], however it also 
causes NO3-N contamination of groundwater in areas of intensive agriculture, due to 
the over use of nitrogen by farmers on the Loess Plateau of China[3]. In general, any 
downward movement of water through the soil profile will cause the leaching of 
NO3-N, with the magnitude of the loss being proportional to the concentration of 
NO3-N in the soil solution and the volume of leaching water[4-5]. There is potential for 
NO3-N to be leached wherever rainfall or water supply exceeds evapo-transpiration. A 
common conclusion reported by many researchers is that proper fertilizer, crop, water, 
and soil management can minimize leaching of NO3-N and increase crop yield[6-7]. 
However, it is difficult to make a decision considering so many factors at the same time 
by field experiment. With the developing of computer, crop model has been used to 
solve this kind of problem by simulation method.  

                                                           
* Corresponding author. 
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As an multi-crop model, EPIC model (Environmental Policy Integrated Climate 
Model) has been evaluated and used world wide to simulate crop yield[8], soil water[9] 
and nutrition cycle[10] for different cropping system with different fertilizer and 
irrigation managements. Gaiser et al. (2010) reported that EPIC model can explain 
about 80% of the variance in crop yield in tropical sub-humid West Africa and 
semi-arid Brazil [11]. Wang and Li (2010) showed that EPIC model can estimate soil 
water and crop yield well with the new database built up for the Loess Plateau [8]. 
Several validation studies  (Cavero et al. 1998 and 1999) found that EPIC 
satisfactorily simulated measured soil nitrogen (N) and/or crop N uptake levels [12-13]. 
However, less accurate soil N and crop N uptake results were reported in EPIC 
validation studies by Chung et al. (2002) [14]. Therefore its necessary to evaluate EPIC 
model before using EPIC model to simulate soil NO3-N in irrigated field on the Loess 
Plateau of China. 

Objectives of this paper were to evaluate EPIC model of simulated soil NO3 in 
irrigated field with different fertilizer levels and to point out some advices for the better 
application of EPIC model in the world. 

2 Material and Method 

2.1 Site Description 

Yulin (E108.07°, N34.26°), as a typical intensive agriculture place of semi-humid 
region on the Loess Plateau, is located at the southern part of Shanxi providence. It is an 
arid continental monsoon climate zone and is a main wheat and maize area of China. Its 
annual precipitation is 550~600mm and 50% of them dropped in July, August and 
September. Its mean annual temperature is 10℃ with the mean frost-free period of 152 
d, and the mean sunshine hours of 2158h. Predominant soil used for winter 
wheat/summer maize in this area is Lou soil, with the field capacity and wilting point of 
210~222 g/kg and 110-120 g/kg respectively.  

2.2 Field Experiment 

The field experiment, for irrigated winter wheat / summer maize cropping system, was 
carried out at Yangling eco-agriculture station from 1994 to 1997. Its fertilizer 
treatments were as follows: (1) no nitrogen fertilizer (N0), (2) 130 kg pure N/hm2 
(N130), (3) 260 kg pure N/hm2 (N260), (4)390kg pure N/hm2 (N390), (5) 520kg pure 
N/hm2 (N520). Phosphorous fertilizer applied for each treatment was the same, 52 
kg/hm2 of P2O5. All experiments were established in 15 plots of 10.26m×6.5m (with a 
buffer zone of 1m between plots). Plots were arranged in a Randomized Complete 
Block Design (RCBD) with three replications. According to the requirement of crops, 
150mm underground water were used to irrigate winter wheat and summer maize each 
year.  
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2.3 Method 

2.3.1   Soil NO3
- 

In this research, soil samples for different soil layers (0~0.1m，0.1~0.2m，0.2~0.4m, 
0.4~0.6m，0.6~0.8m，0.8~1.0m，1.0~1.4m，1.4~1.8m，1.8~2.2m，2.2~2.6m, 
2.6~3.0m， 3.0~3.5m， 3.5~4.0m) were collected by core break method, before 
planting and after harvest in each experiment plot. NO3

 –N was abstracted using 
1mol/L KCl solution, the content of NO3-N was measured by Continuous Flow 
Analyzer. 

2.3.2   Evaluation Method 
Relation index (R), root mean square error (RMSE), relative root mean square error 
(RRMSE)and relative error (RE) [8-9] was used to evaluate how well the EPIC model 
simulated soil NO3-N in irrigated winter wheat / summer maize cropping system on the 
Loess Plateau of China.  

In order to evaluate the simulation results of NO3-N movement in different soil 
layers, equation 1 and 2 wer used to calculate the changing of NO3-N in each soil layer.  

OS-OHO =Δ (1)；     SSSHS −=Δ                   (2) 

Where △O and △S was observed and simulated, respectively, changing of NO3-N 
in one soil layer from planting to harvesting. OH and SH was observed and simulated, 
respectively, NO3-N of one soil layer before planting. OS and SS was observed and 
simulated, respectively, NO3-N of one soil layer after harvest. 

Sensitivity of model parameters on simulated soil NO3-N was analyzed using 
Extended Fourier Amplitude Sensitivity Test (EFAST) [15-16]. Model parameters and 
their interconnection together impacted the Variation of Simulation Results (VSR), 
therefore we use equation 3 to divide the variation of simulation results, based on 
EFAST method.  

i ij ijm 12 k

i i j i j m

V V + V + V + +V ⋅ ⋅ ⋅

≠ ≠ ≠

= ⋅⋅⋅    (3) 

Where Vi indicated the contribution of parameter Xi to VSR by itself, Vij indicated 
the contribution of parameter Xi to VSR through parameter Xj; Vijm indicated the 
contribution of parameter Xi to VSR through parameter Xj and Xm. V12…k indicated the 
contribution of parameter Xi to VSR through parameter X1 , X2 …..and Xk. 

After dividing the variation of simulation results, a normalization processing was 
made to got the first order sensitivity index of parameter Xi, by equation 4, and the 
second order sensitivity index by equation 5, the third order sensitivity index by 
equation 6. 

i
i
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V
=   (4) 

ij
ij

V
S

V
=  (5)

ijm
ijm

V
S

V
=  (6) 



www.manaraa.com

Evaluation of EPIC Model of Soil NO3-N in Irrigated and Wheat-Maize Rotation Field 285 

 

Where Si was the first order sensitivity index of parameter Xi. Sij was the second 
order sensitivity index of parameter Xi, Sijm was the third order sensitivity index of 
parameter Xi. Then the total sensitivity of parameter Xi can be calculated using 
equation 7. Where S was the total sensitivity of parameter Xi. 

12i ij ijm i kS S S S S ⋅ ⋅ ⋅ ⋅ ⋅ ⋅= + + + ⋅⋅⋅ +   (7) 

3 Results 

3.1 Content of NO3-N in different Soil Layers for different Treatments 

EPIC model simulated soil NO3-N content well  with the mean R2 value of 0.82 (figure 
1). RMSE value of N0, N130, N260, N390 and N520 treatment was 1.016, 1.217, 
2.781, 2.749, 3.873 mg/kg respectively, and the RRMSE value was 0.46, 0.43, 0.58, 
0.33 and 0.39 respectively. Observed mean value of soil NO3-N content was 3.96, 4.39, 
8.63, 10.41 and 11.67mg/kg respectively, simulated mean value was 3.77, 4.22, 7.64, 
10.15, 11.21 mg/kg respectively. simulated value was lower than observed value with 
the RE value of -0.05, -0.04, -0.11, -0.02 and -0.04 for N0, N130, N260, N390  
and N520 respectively. Except N260 treatment, relationship between simulated and 
observe value of soil NO3-N was significant, with the R value of 0.89, 0.86, 0.84 and 
0.83 respectively(figure 1),  
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Fig. 1. Comparison between simulated and observed soil NO3-N content for different fertilizer 
treatments in irrigated winter wheat / summer maize field at Yangling 
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3.2 Changing of Soil NO3-N Content for different Treatments 

Changing direction (increase or decrease) of △S (Simulated value of increasing NO3-N 
conteny) agreed well with △O (Observed value of increasing NO3-N content) except 
N260 treatment (figure 2). Mean value of △O for N0, N130, N260, N390 and N520 
was 1.95, 2.01, 4.46, 4.44, 5.59 mg/kg respectively, and mean value of △S was 1.96, 
1.92, 3.09, 4.79, 6.12 mg/kg. △S was higher than △O, with the RE value 1%, 8% and 
9% for N0, N390 and N520 respectively，and was lower than △O with the RE value 
of -4% and -31% for N130 and N260 respectively. The EPIC model estimated well the 
variation of soil NO3-N in irrigated winter wheat / summer maize field, with the RMSE 
value of 0.99, 1.447, 3.611, 3.014, 4.604 mg/kg, for N0, N130, N260, N390 and N520 
respectively, the RRMSE value of 0.51, 0.75, 1.17, 0.63 and 0.70 respectively. 
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Fig. 2. Comparison between simulated and observed changing of soil NO3-N content 
for different treatments in irrigated winter wheat / summer maize field at Yangling △S 
was simulated value of increasing soil NO3-N content in one layer, △O was observed 
value of increasing soil NO3-N content in one layer 

3.3 Sensitivity of Model Parameters 

Soil parameters have the greatest impact on simulation results of NO3-N, then was the 
crop parameters and the metrology parameters was the third. Mean S value for soil 
parameters, crop parameters and meteorological parameters was 0.30, 0.27 and 0.23 
respectively, and mean S1 value was 0.16, 0.13 and 0.11 respectively. The fact that S 
value of BN2, HI, TB and WA was higher than other crop parameters means that crop 
parameters of BN2, HI, TB and WA can be used to improve the simulation results of 
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NO3-N of EPIC model. The same results was founded for soil parameters of CNDS, 
BD, and FC; for meteorological parameters of PRCP and RAD. Though the crop 
parameters HI and TB got an higher value of S, their value of S1 was lower comparing 
with WA, this means that though using HI and TB can improve the simulation results of 
NO3-N in EPIC model, using other related parameters may be the better way. Similar 
results was founded for soil parameters of SLMX and CBN. 
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Fig. 3. Sensitivity of model parameters for simulated soil NO3-N in irrigated winter wheat / 
summer maize field at Yangling. S was the total sensitivity of parameter X. S1 was the first order 
sensitivity index of parameter X. 

4 Discussion 

For N260 treatment, the RRMSE value between simulated and observed soil NO3-N 
content was higher than 0.5, and it was higher than 1.0 between △O and △S. This fact 
indicated that a far distance existed between simulation results and observed results. 
However, checking observed results carefully, we found that soil NO3-N content was 
the same (7.97mg/kg) from top soil to deep soil after the harvest of winter wheat in 
1995. If not considering these error values, the RRMSE value between △O and △S 
was 0.46, and it was 0.34 between simulated and observed soil NO3-N content. 
Therefore, it is the error of observed value that cause the higher value of RRMSE value 
for N260 treatment.  

Engelke and Fabrewitz (1991) found that EPIC estimates of denitrification and 
mineralization were plausible[17]; however, Richter and Benbi (1996) described 
EPIC’s mineralization predictions as very poor[18]. Edwardset al. (1994) found that 
annual EPIC estimates of nutrient losses were significantly correlated with measured 
values, except for nitrate-N [19]. Chung et al. (2002) found that EPIC model estimated 
N loss in tile flow in Iowa region for corn and cotton[14]. Our results found that Except 
N260, simulated soil NO3-N content was consistent with observed (figure 1), and 
simulated changing of soil NO3-N was similar with observed (figure 2). So EPIC 
model is an effective tool to simulate NO3-N in irrigated cropping system on the Loess 
Plateau of China.  

A sensitivity analysis by Benson et al. (1992) showed that EPIC N leaching 
estimates can be very sensitive to choice of evapo-transpiration routine and soil 
moisture estimates[20]. Niu et al (2010) found that most of model uncertainties 
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introduced by input data that are not site-specific but commonly used[10]. Our results 
found that 1) to improve soil parameters was better for EPIC model to got a better 
simulation results of soil NO3-N. 2) Simulation results of NO3-N was sensitive to crop 
parameters of BN2, HI, TB and WA, soil parameters of CNDS, BD and FC, 
meteorological parameters of PRCP and RAD. 

5 Conclusion 

1) EPIC model estimated soil NO3-N content and its movement among different soil layers 
well, with the mean RRMSE value of 0.46, for irrigated winter wheat / summer maize 
cropping system in the semi-humid region of the Loess Plateau.  

2) Simulation results of soil NO3-N was more sensitive to soil parameters, compared 
with that to crop parameters and that to meteorological parameters. To improve the 
parameter value of BN2, HI, TB, WA, CNDS, BD and FC was better to the EPIC model 
to simulate soil NO3-N on the Loess Plateau of China. 
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Abstract. Three-dimensional shape descriptors of corn ears are important traits 
in corn breeding, genetic and genomics research, however it is difficult to 
accurately and consistently measure 3D features of corn ears by hand or 
traditional tools. This study presents a 3D modeling method based on machine 
vision to reconstruct the 3D model of corn ears for quantitative feature 
computation and analysis. Firstly, a simple machine vision system is designed 
to capture images of corn ears from different angles of view. The corn ears in 
these images are then registered in the uniform coordinate system using a rapid 
process pipeline which consists of image processing, object detection, distortion 
correction and registration in pixel level etc. After the registration, the point sets 
in edge contours and center skeletons of corn ears are used to reconstruct the 
surface model based on resample and interpolation techniques. The 
experimental results demonstrate that the presented method can not only build 
realistic 3D models of corn ears for visualization, also be used to accurately 
compute geometric characteristics. 

Keywords: corn ear, reconstruction, modeling, machine vision. 

1 Introduction 

Three-dimensional shape descriptors of corn ears are important traits for corn 
breeding, genetic and genomics research. However, it is difficult to measure 3D shape 
descriptors by manual operations or traditional tools. Machine vision (MI), which 
includes methods for acquiring, processing, analyzing, and understanding images, has 
been applied to automatic inspection, process control, and robot guidance in industry 
[1]. In agriculture applications, considerable research was reported using machine 
vision and image processing to identify features of agricultural products [2]. Hugue et 
al. described an approach for automatic assessment of crop and weed area in images 
of cereal crops using a tractor mounted camera [3]. Zhang et al. implemented fruits 
classification using computer vision and a multiclass support vector machine, and 
achieved classification accuracy of 88.2% [4]. Ni et al. designed a prototype machine 
vision system for inspecting corn kernels with random orientation, and respectively 
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obtained classification rates of 91% and 94% for whole and broken kernels [5]. In 
general, the detection system using machine vision only utilizes two-dimensional 
information of detected objects, and it is difficult to directly obtain the three-
dimensional shape measurements from images.  

Recently, a measurement method for 3D geometric features of corn ears based on 
image processing was developed [6]. Moreover, analysis models of corn ears are also 
established to analyze corn threshing process using the Discrete Element Method [7, 
8]. The above methods assumed the corn ear as segmented truncated cones, thus the 
computation accuracy was limited owing to the deficiencies of the individual 
differences in its transverse profiles. The objective of this study is to develop a three-
dimensional reconstruction method of corn ears based on machine vision for 
computing and visualizing the geometric characteristics of corn ears. This method 
mainly consists of five steps: image acquirement, image analysis (object detection, 
distortion correction), skeleton registration in pixel level, surface reconstruction, 3D 
characteristics computation and visualization.  

2 Experiments and Methods 

2.1 Image Acquirement 

A traditional vision system is designed as a controllable device to capture consecutive 
images of corn ears from different profiles, as shown in Fig. 1(a). This system 
consists of digital camera, turn-plane, needle, stepping motor and LED light source 
etc. A simple turn-plane with a steel needle is used to fix the corn ear, and driven to 
rotate by stepping motor. At each specified rotate angle, a picture is captured by the 
digital camera and store as JEPG format once the turn-plane stays stable. The size of 
corn ear in each image is related with the position of cameras, the distance between 
camera and corn ear, the offset orientation of ears and the inner parameters of the 
camera. It is difficult to guarantee the consistence of the rotate axis and the center axis 
of corn ear in the real application, therefore the corn ear in the images captured from 
different rotate angles will have different heights. Fig. 1(b) shows the schematic 
diagram of this machine vision system. We take the height of corn ear in two images 
with 180 degrees as 1H  and 3H , so the standard height of corn ear can be calculated 
as 2/)31( HHH += . In the next step, the corn ear will be respectively extracted from 

serial images, and scaled to the same height according to the standard height.  
The number of images is determined by the included angle between each two 

adjacent imaging positions. In order to accurately reconstruct the three-dimensional 
skeleton of corn ear, at least two orthogonal images are prerequisite in the image sets, 
and two images with 180 included angles are also integrant. Therein, the orthogonal 
images with 90 degrees will be used to determine the center axis of corn ears in three-
dimensional space, and the two images with 180 degrees are used to compute the 
standard height of corn ear. Thus, at least four images need to be captured for each 
corn ear. Fig. 1(c) shows four images among which each image has included angle of 
90 degrees with its adjacent images.  
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(a) Machine vision system         (b) Schematic diagram                 (c) Image sequences  

Fig. 1. Image acquirement based on machine vision system 

In the image sequence, each image of corn ears only provides the local information 
of the entire corn ear. Due to the position, dip angle and shape differences of corn 
ears, the distortion of corn ears in different images manifests as inconsistencies of 
length, width and texture etc. To build the three-dimensional model of corn ears, these 
images with local information must be registered to the uniform coordinate system. In 
this study, the center axis of corn ear and the captured angle of images are used to 
determine the coordinate system of corn ears. Therefore, three continuous processes 
are implemented to register these images. Firstly, the valid region of corn ears in these 
images is extracted by threshold, contour extraction and classification techniques. The 
OBB of the corn ear in each image is then calculated and rotated to parallel to the 
(Cartesian) coordinate axes, and further zoomed to the standard height with the same 
proportion in length and width orientation of images. Finally, the contours of corn 
ears are extracted and split into three types of point sets. Combined with the captured 
angle of images, these point sets can be registered in the uniform coordinate system. 

2.2 Object Extraction 

The captured image generally contains corn ear and some background units, such as 
steel needle, turn-plane etc. In order to robustly extract the objects of interest, a 
simple method is used to clean the background information. A calibrated image is 
firstly obtained before placing corn ears, and then the subtraction result between this 
image and the image captured after placing corn ears will generate a cleaned image 
which only contains the corn ear. Furthermore, the cleaned image is converted into 
gray-level image for image segmentation and object extraction.  

Since the image only contains the corn ear, Otsu’s method [9] is used to calculate 
the threshold which converts the gray level image into the binary image. This method 
can automatically generate the optimum threshold by minimizing the intra-class 
variance or maximizing inter-class variance. Due to the color and shape varieties of 
corn ears, the islands or holes in binary images are difficult to be fully cleaned. 
Therefore, the contour of corn ear is more effective to represent the valid region of 
corn ear. Moreover, in order to obtain the smoothed edges of corn ears in binary 
images, iterative morphology operations with increasing radius of structure element 
will be used to clean the image until the image only contain the object of interest. 
Therein, Open operations are used to remove the islands, and Close operation to fill 
the holes. The maximum radius of structure element is taken as 10 using trial and 
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error procedure to avoid the excessive smoothness. In most cases, the radius with 5 
can effectively smooth the edges and fill holes in binary images. After each iterative 
morphology operation, the object number is counted using the connected-component 
labeling algorithm [10].  

The edge contour of corn ears is determined by contour extraction and 
classification. A simple method is also used to rapidly extract the contours in the 
binary image. The binary image is firstly eroded one pixel, and then subtracted by this 
image. Valid pixels in the resulted image are then linked into closed contours 
according to their connectivity. Among all the contours, the contour with maximum 
pixels is taken as the final contour of corn ear. This contour is further filled with 
uniform label value using region growing method which utilizes the contour center as 
the growing point. Valid regions of corn ears in binary images were represented as 
B11, B12, …, B1N. Accordingly, regions of corn ears in RGB images can also be 
obtained according to the corresponding relation of pixel coordinates between the 
binary image and captured image, and expressed as S11, S12, …, S1N.  

2.3 Distortion Correction 

As mentioned above, the distortion of corn ears in images must be firstly corrected. The 
rotation and scaling of corn ears are implemented to uniform the corn ear to the standard 
height and the same proportion. To rotated corn ears in images to parallel to the 
(Cartesian) coordinate axes, the oriented bounding box (OBB) is used to determine the 
center axis of corn ears. OBB as a two-dimensional rectangle containing the object is 
the most simple and appropriate shape descriptor for the valid regions of corn ears. 
Because of the inconsistency between the rotate axis and center axis of corn ear, the 
major axis of OBB always offset to the rotate axis to some extent. The OBB of corn ear 
will be rotated to be aligned with the axes of the Cartesian coordinate system in the 
image. The offset angle between the major axis of corn ear and vertical orientation can 
be computed according to the vertices position of OBB, and is simultaneously used to 
rotate the binary and color images with the same degree.  

 
(a)          (b)          (c)          (d)          (e)   

Fig. 2. Object extraction and distortion adjustment of corn ears (a) Captured RGB image; (b) 
Rotated RGB image and the extracted contour; (c) Rotated gray-level image; (d) Rotated binary 
image (B1); (e) Scaled binary image 
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The heights of OBBs in serial images are inconsistent, so an image resample 
method based on a central differencing scheme in combination with a nearest 
neighbor interpolation [11] is used to scale OBBs to the standard height. During the 
distortion correction, the valid regions of corn ears are rotated and scaled for 
generating new serial binary images B21, B22 … B2N and RGB images S21, S22 … 
S2N. Therein, binary images are used to build the skeleton of corn ear, and RGB 
images to provide the rendering texture.  

Since the reconstruction results are susceptible to the edge of input images, we test 
and verify the availability of edge maintain. For images of different ears, we use the 
above image analysis methods to obtain the contours of corn ears. Fig. 2 shows the 
process to extract and correct objects from a given input image. Fig. 2(a) computes 
the OBB of corn ear, and obtain the angle between the rotate axis and the longitude 
axis of OBB is 0.038(2.162 degree). Therefore, the corn ear is rotated to vertical 
orientation as Fig. 2(b). In Fig. 1(b), the interval angles between the center axis and 
rotate axis of four images with 90 intervals are respectively 2.16, -1.28, 2.15 and 3.96 
degrees. These corn ears are rotated to parallel with vertical orientation, and the 
heights of corn ear are respectively 594, 576, 564 and 591 pixels. Corn ears are 
further zoomed to the standard height with scales (1.02, 0.99, 0.97 and 1.02). The 
pixel resolution in this vision system has been measured as 0.02887cm/pixel, 
therefore the maximum height difference of corn ears come up to 30 pixels (0.87cm, 
about 1.5 seed height). Fig. 2(d) and (e) shows the rotated and scaled corn ears. 
Compared with the manual measurement, the standard height of corn ear is consistent 
within 0.5% relative deviation. Accordingly, the contours of corn ears can accurately 
represent the edges of ears, and RGB region surrounded by the contours can also be 
used for the texture image.  

2.4 Skeleton Registration 

The surface model of corn ear originates from ear contours of serial captured images. 
After the distortion correction of corn ears, a registration method in pixel-level is used 
to reset the contour pixels in three-dimensional space. This method firstly built the 
three-dimensional skeleton of corn ear according to two orthogonal images (with 90 
degree interval). And then all pixels in contours will be registered according to the 
center skeleton of corn ears.  

In Fig. 2 (e), the contour pixels of corn ears are extracted and stored to an initial 
point set container. These pixels in the contours are firstly split into three kinds of 
point sets: left point sets (LPS), right point sets (RPS) and the center point sets (CPS). 
The split process is described as follows: For each initial point set, the two extreme 
points along Z axis are retrieved and respectively set as the Pzmin and Pzmax. In each 
pixel position in Z axis between Pzmin and Pzmax, the pixels are collected into a sub 
point set which are represented as Pixels (z). Therefore, two pixels with longest 
distance can be extracted from each Pixel (z) as the left and right contour pixels, and 
pushed respectively into the LPS and RPS. The center pixel is calculated according to 
the corresponding left and right contour pixels, and pushed into CPS. Once the above 
processes are executed at each position between P(zmin) and P(zmax), LPS, RPS and 
CPS will be filled with these feature pixels in the same number.  
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In each image, CPS can be taken as the two-dimensional skeleton of corn ear. 
Therefore, we use two orthogonal images to determine the three-dimensional skeleton 
of the corn ear throughout coordinate exchange. The global coordination of corn ears is 
defined according to two orthogonal images, and the first image is assumes in X-Z plane 
(its orthogonal image locates in Y-Z plane). The origin point is set in the intersection 
point between the short edge and the longer center axis of OBB. The skeleton of corn 
ears is determined as follows: the coordinates of all pixels in the first image is defined as 
(X, 0, Z), and the coordinates of pixels in its corresponding orthogonal image is defined 
as (0, Y, Z). Therefore, the points in the three-dimensional skeleton of the ear can be 
represented as (X, Y, Z). The global coordination of corn ears is determined according 
to the OBBs and their camera angles. Each input image provides a longitudinal profile. 
In each valid position along Z axis, the transverse profile of corn ears consists of 
contour pixels from serial images, as shown in Fig. 3. The point O is assumed as the 
skeleton point of the corn ear. We assume images C1 and C2 as two orthogonal images. 
Therein, C1 has two edge points (C11, C12), and C2 is (C21, C22). The three-
dimensional center of corn ears in Z coordinate is determined as follows: the X value in 
image C2 was modified as X value of the center point O, and the Y value in image C1 
was also modified as the Y value of the center point O. Likewise, the coordination of 
points in the other images will be determined by the rotation angle of the images. After 
center point sets in two orthogonal images are brought into coincidence, point sets of the 
skeleton can be generated. 

  

Fig. 3. A transverse profile of corn ears generated from serial images 

2.5 Surface Reconstruction 

The surface contour points can be classified into longitudinal or transverse profile 
points. The contour points in the longitudinal profile are corresponding to the contour 
obtained from one image, and the points in the same transverse profile possess the 
same Z coordinate. Each image only provides two contour points for each transverse 
profile, as shown in Fig. 3. Once the number of serial images is enough to describe 
the edge features of corn ears in pixel-level, the elaborate three-dimensional surface 
model can be generated. However, it is low effective and unnecessary to capture lots 
of images to reconstruction the surface model of corn ears. Therefore, to fit the three-
dimensional model based on several images becomes an essential method for 
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improving the efficiency of modeling. Here, B-spline curve is used to interpolate and 
resample the surface points of corn ears.  

The B-spline curve is typically specified in terms of n+1 control 

points ),...,,( 10 nPPP  a knot vector },...,,{ 10 muuuU =  , and a degree p , as shown 

in the following:  
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, )()(                              (1) 

Where, )(, uN pi  is B-spline basis function of degree p , and 1++= pnm . To wrap 

control points or knots can construct closed B-spline curve. The construction procedure: 

(1) Add a new control point nn PP =+1 ; (2) Find an appropriate knot sequence of 1+n  

knots nuuu ,...,, 10 ; (3) Add p+2 knots and wrap around the first 2+p  knots: 

01 uun =+ , 12 uun =+ , ..., 1−+ = ppn uu , ppn uu =++ 1 , 12 +++ = ppn uu . (4) The closed 

curve with 1−pC  continuity has n+p+2 knots, and )()( 10 += nuCuC  .  

In each position of center skeleton of corn ear, a closed B-spline curve based on 
several edge points from images is generated to fit the transverse contour, and is 
sampled according to the assigned number of points. Since the points in the 
longitudinal profile with pixel-based resolution are much more than ones in the 
transverse profile, an equidistant resample technique is utilized to reduce the points in 
each longitudinal profile, as shown in Fig. 4(a) and (b). Fig. 4(c) is the surface model 
with 2500 triangles using resample rate 24 (i.e. take one point every 24 points) in the  
 

 
 (a)             (b)             (c)             (d) 

Fig. 4. Surface reconstruction of corn ears (a) Skeletons of corn ears; (b) Contour points after 
interpolation and resample; (c) Triangle meshes of 2500; (d) Triangle meshes of 5900 
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longitudinal profile; and Fig. 4(d) is the surface model with 5900 triangles using 
resample rate 10. Obviously, different resample rates of contour points will produce 
surface models with different detail characteristics. The point interpolation and 
resample techniques can regulate the number of points in each transverse and 
longitudinal profile. The polygonal surface model of corn ears can further be 
generated by linking the corresponding points between the adjacent contours.  

3 Results and Discussion 

The length and width indices are the most fundamental descriptors of size. For each 
image, the oriented bounding box can be considered to truly represent the size of corn 
ear in the corresponding angle of view. However, the serial images of the same corn 
ear will result in different sizes which vary within a larger-scope. As described in 
section 1, the length and width of corn ears can be computed according to serial 
images. In this study, the length and width of 168 corn ears were respectively 
measured and computed by hands and by the presented method to verify the 
computation effectiveness based on machine vision. Since the measured results by 
hand may be little different due to subjective judgment for a given corn ear, we only 
check whether the computation result falls into the measuring range by hand. The 
comparison of results shows the presented method can accurately obtain the size 
(height and width) of corn ears, even though the center axis of corn ear has an obvious 
angle deviation with the rotation axis.  

The reconstructed model of corn ears consists of sets of triangles which are 
collected together to form the surface of corn ear. This surface model can be used to 
calculate the 3D shape parameters, such as volume, surface area, shape index etc. 
Generally, these descriptors of corn ears are difficult to be measured by hand and 
tools. Although the volume can be measured using draining method, the experimental 
results always lead to large deviations due to surface concave-convex, water 
permeability, the thickness and tightness of wrappings etc. From the geometric 
modeling perspective, if the width and height of corn ears is enough accurate, the 
volume and surface area can also be accurately computed. The experiments have 
shown that the computed length and width can represent the true sizes of corn ears, 
thus other indices computed using three-dimensional model can be deemed to locate 
in high confidence level.  

Based on three-dimensional models of corn ears, both volume and surface area are 
calculated using numerical integration. Other shape features of interest can also be 
identified and each feature is quantified by one or more indices. For example, the 
non-sphericity index (NSI) can express how closely the shape of the corn ear 
resembles a sphere [12]. The NSI is defined as:  
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V
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2
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1

)18(1 π−=                               (2) 

Where V is the volume and S is the surface area.  
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The number of resample points in the surface model is an important parameter to 
balance the efficiency and accuracy of three-dimensional modeling. We use the 
volume variance to determine the optimum resample rate. The source model in pixel-
level resolutions can be taken as the standard model which provides the most accurate 
description for surface shape of corn ears. In different resample level, the three-
dimensional model of corn ears can be generated and used to compute their surface 
area, volume and NSI. The computed error between the current model and the 
standard model is computed as:  

dards

currentdards
error Val

ValVal
Val

tan

tan −=                      (3) 

Where,  dardsVal tan  is the computed value (the surface area, volume or NSI) of 

the standard model, and currentVal  is the value of the current model in the designated 

resample rate. Fig. 5 shows the relationship between the number of triangles in the 
current model and computation errors. The volume error is the most relatively 
insensitive to the number change of triangles. Meanwhile, the surface area varies 
significantly with the decrease of triangles. For the models with 2500, 5900 and 
29100 triangles, the errors of the volume, NSI and surface area are respectively 
(0.05%, 1.75% and 3.50%), (0.49%, 3.44% and 7.08%) and (1.93%, 3.75% and 
8.56%). Generally, NSI can be taken as an effective shape descriptor of corn ears to 
determine the triangle number in the three-dimensional modeling. Therefore, the 
resample rate 10 (i.e. reserve one per ten points) can dynamically improve the 
modeling efficiency, and the shape error is controlled within 5%. 

 
Fig. 5. The error analysis of surface area, volume and NSI 

There-dimensional models of corn ears can not only be used for the shape 
characteristic calculation, but for visualization analysis. Three-dimensional models of 
six corn ears are respectively reconstructed using the presented method, and then 
serial two-dimensional images are projected onto the surfaces of three-dimensional 
models to obtain visualization results, as shown in Fig. 6.  
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Fig. 6. Three-dimensional visualization of corn ears 

4 Conclusions 

To measure the surface, volume and shape descriptors of corn ears is very difficult by 
hand or traditional tools, therefore we presented an automatic reconstruction method 
of corn ears based on machine vision for features computation and visualization. This 
method can automatically build the three-dimensional models of corn ears based on 
serial image of corn ears, thus it is suitable for breeders to study the geometrical, 
morphological and visual symptoms characteristics in quantitative and qualitative 
analysis. A successive processing pipeline has been developed to extract the effective 
corn regions, adjust the imaging distortion to unify the region sizes, classify the pixels 
in contours and skeletons of corn ears into different point sets, and register all points 
in pixel-level to the uniform coordinate system. The advantages of the proposed 
method contain: a simple system based on machine vision is designed to 
automatically capture image sequences of corn ears from different angles of view; the 
distortion correction of valid regions provides more precise computation results of 
sizes and 3D shape descriptors; and the registration and resample in pixel level can 
accurately reconstruct three-dimensional corn ears and improve the modeling 
efficiency.  
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Abstract. Based on Oracle Database RMAN backup technology, this paper 
designs and implements a database backup subsystem for the agricultural 
products wholesale market system. Through full backup, incremental backups 
and cumulative incremental backup, it ensures the timeliness，integrity and 
efficiency of data recovery, when data mistake happens in the agricultural 
products wholesale market system database or the database collapses.  

Keywords: agricultural products wholesale market system, Oracle database 
backup, RMAN. 

1 Introduction 

The development of computer technology and network technology makes database 
technology to be widely applied in enterprise management information systems, e-
commerce systems, e-government systems and other application systems. With 随the 
continuous propelling of informatization , the amount of data in application systems 
grows sustainably. Data security issue in database systems have become increasingly 
important. 

RMAN is Oracle tools which is used to backup, restore and restore Oracle database. 
RMAN can only be used in ORACLE8 or later versions. Researchers have applied 
Oracle backup technology to different areas. ZHANG Yun-fan discusses the application 
of backup and recovery technology of Oracle database in oil field exploration project 
[1]. Feng ke et al. gives a brief summary for database administrators who pay more 
attentions to the usability of backup data usability and auto-monitoring technique, the 
technique is applied in database backup of university and proved to be effective  [2]. 
ZHU Youcun et al. realized rapid backup and recovery based on oracle 10 and applied it 
in the database of hospital [3]. Following the database backup technology of Daqing 
logging production database wag still in the stage of the logical export manually and has 
not yet had an effective data backup technology to ensure data security, LIU Yubin uses 
RMAN backup technology on the features of the production database to deploy a 
perfect backup program in practice [4] ． 

The agricultural products wholesale market system database has stored the price 
information and quality testing data of agricultural products. The safe storage of these 
data plays a crucial role in price management, quality inspection and macro decision-
making of the agricultural products wholesale market. Therefore, when it appears that 
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data is accidentally deleted or database crashes, the requirement for its data recovery 
is zero-loss and to recovery to a designated time point. In addition, as the amount of 
data in this database is very large, and the allowed downtime of this system is 10 
minutes, it requires the backup and recovery efficiency is as high as possible. 
Common logical backup will cause some data cannot be recovered, and the recovery 
time is far from the actual needs, therefore it needs to design a real-time, fully 
synchronized and strategic reasonable data backup subsystem.  

RMAN can back up the entire database or database components, such as table 
spaces, data files, control files, archive files, and Spfile parameter file [5]. RMAN 
also allows you to conduct block-level incremental backup, incremental RMAN 
backups are time and space efficient because they only backup those data blocks 
which have changed since the last backup [6]. Therefore, it can well meet the data 
recovery needs of the agricultural products wholesale market system, whether from 
the respect of real-time or recovery efficiency.  

In this paper, we used Oracle Database RMAN backup technology to design and 
implement a backup subsystem for the agricultural products wholesale market system. 

2 Agricultural Products Wholesale Market System 

The agricultural products wholesale market system is the first phase of Golden 
Agriculture Project, it uses the agricultural products wholesale market as the main 
datasource to collect the prices and the quality inspection data of agricultural 
products, it goes through data collection segment, the data processing segment, data  
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Fig. 1. The technical architecture of the agricultural products wholesale market system 
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analysis and display segment. The technical architecture of the agricultural products 
wholesale market system is shown as Fig.1. 

As shown in Figure 1, System database includes portal database, the wholesale 
market system database and components database, it is an important support for the 
running of the agricultural product wholesale market system, as all of the system’s 
data changes have been recorded in the database, if these data is lost, it will directly 
affect the normal running of the agricultural products wholesale business, so how to 
ensure data not to be lost, is essential. So it is important to choose a reasonable 
backup mode and develop a reasonable backup strategy to design and implement the 
agricultural products wholesale market system backup subsystem, so as to ensure the 
data not to be lost.  

We choose Oracle10g for windows to meet the system’s requirement for the 
capacity, response speed, database security, stability and scalability of database. 

3 Database Backup Subsystem Based on RMAN Technology  

3.1 The Architecture of RMAN Technology 

The architecture of RMAN can be expressed in Fig.2 [7]. 
Through the above architecture diagram, we can know oracle RMAN is actually 

through the queries on the basis table of target database and the system views to 
conduct online hot backup for the database data files ,control files and spfile files and 
 

 

Fig. 2. The architecture of RMAN 
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so on, so as to achieve the recovery of  target database after a crash [8]. In addition, 
in order to avoid bringing the performance loss to the operating system by backing up 
all files in each backup, RMAN also provides a backup of the archive logs, so that we 
can develop an appropriate strategy, namely conducting incremental archive logs 
backup after full backup. When the database crashes, we first restore full backup, and 
then apply the incremental backup archive to achieve full recovery or the specified 
point in time recovery. At backup time, RMAN will store the backup information of 
each time in the recovery catalog database, and establish a connection channel, and 
then through media management, transfer the backup sets to the backup media. When 
restoring database, RMAN will search in the recovery catalog database according to 
our specified conditions, when it finds the corresponding backup piece, it will use the 
oracle recovery package to conduct the corresponding recovery. 

3.2 The Design of Database Backup Subsystem 

By analyzing the characteristics of the agricultural products wholesale market system, we 
know that the amount of data in the database will be very large, and every Monday to 
Friday is the peak of the business, the data volume has increased significantly more than 
on Saturday and Sunday; the importance of its data is very high, it does not allow missing 
data and its recovery time should be as short as possible. Therefore, its backup strategy is 
as follows: Choose full backups on Sunday to reduce impact of full backups on the 
database performance; the data recovery on Monday, Tuesday will be completed through 
the full backups on Sunday and the incremental backup on the two days; in order to 
improve the recovery speed, choose to conduct cumulative incremental backups on 
Wednesday, the recovery on Wednesday will be completed through the full backups on 
Sunday and the cumulative incremental backups on Wednesday; the recovery on 
Thursday, Friday and Saturday will be completed by the full backups on Sunday, the 
cumulative incremental backups on Wednesday and incremental backups on Thursday, 
Friday and Saturday. The specific backup strategy is shown in Fig.3. 

 

Fig. 3. Backup strategy of database backup subsystem 
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3.3 The Implementation of Database Backup Subsystem 

1. Application Preparation 
Before using RMAN backup for the first time, we need to do some preparatory work, 
including set the target database to archive database, because RMAN needs the  
 

Set the target database archiving mode

Create recovery catalog database

Modify the environment variable of the host where
the recovery catalog database locate on

NLS_DATE_LANGUAGE=AMERICAN
NLS_DTATE_FORMAT=MON DD YYYY 

HH24:MI:SS

Create RMAN tablespace，users and authorize

 

Fig. 4. Preparation before application 
 

archive log file support when doing the time-based recovery or the full recovery or 
other recoveries. In addition, we need to create a database and create a table space and 
user in the database to store the recovery catalog information. These works can be 
broadly described in Fig.4.  

 
2. The design and implementation of backup and recovery program 

The full backup program on every Sunday are summarized as below: 
run { 
allocate channel 'dev1' type disk ; 
allocate channel 'dev2' type disk ; 
allocate channel 'dev3' type disk ; 
allocate channel 'dev4' type disk ; 
backup incremental level 0 tag 'dbL0' format '<path>\level0_%u_%p_%c' database 
skip readonly; 
sql 'alter system archive log current' ; 
backup archivelog all delete input; 
release channel dev1; 
release channel dev2; 
release channel dev3; 
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release channel dev4; 
} 

The incremental backup program on Monday, Tuesday, Thursday, Friday and 
Saturday are summarized as below: 
run { 
allocate channel 'dev1' type disk ; 
allocate channel 'dev2' type disk ; 
allocate channel 'dev3' type disk ; 
allocate channel 'dev4' type disk ; 
backup incremental level 2 cumulative tag 'dbL2' format 
'<path>/level2c_%u_%p_%c' database skip readonly; 
sql 'alter system archive log current' ; 
backup archivelog all delete input; 
release channel dev1; 
release channel dev2; 
release channel dev3; 
release channel dev4; 
} 

The incremental backup program on Wednesday are summarized as below: 
run { 
allocate channel 'dev1' type disk ; 
allocate channel 'dev2' type disk ; 
allocate channel 'dev3' type disk ; 
allocate channel 'dev4' type disk ; 
backup incremental level 1 tag 'dbL2' format '<path>/level2_%u_%p_%c' database 
skip readonly; 
sql 'alter system archive log current' ; 
backup archivelog all delete input; 
release channel dev1; 
release channel dev2; 
release channel dev3; 
release channel dev4; 
} 

These backup program are set to be executed through the timed job system of 
windows. 

3. Backup and recovery joint adjusting 
After making these preparations, we can officially start using RMAN for data backup. 
This includes running RMAN Manager to connect to the target database and recovery 
catalog database, register the target database, synchronize the information between 
the target database, the directory database, and the backup pieces, distribute and 
establish channels to a connection, run the script for backup and recovery, and finally 
release the connecting channels and other steps. These steps can be simplified 
represented in Fig.5. 
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Run RMAN Manager

Connect the target database and recovery catalog 
database

Establish a connection channel

Run the script for full backup, incremental backup and 
other backup

Release the connection channel

 

Fig. 5. The backup and recovery processes of RMAN 

4 Test and Run 

The agricultural products wholesale market system was officially launched in the end 
of December 2011, its database system was Oracle 10G installed under WINDOWS, 
and Oracle practical cluster systems was installed to ensure the high availability of the 
database. The physical structure of its operating environment is shown as Fig.6. 

As can be seen from the figure, the database realized Oracle utilities (RAC) via two 
IBM p690 cluster systems.When there is a data error operation, the data can be 
restored through the database backup system. 
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Fig. 6. The structure of database backup subsystem 

After two weeks of installation and commissioning, the data backup functionality has 
been achieved, and in 2012 we conducted a backup and recovery test, which successfully 
implement the full database restore and the recovery based on the specified point in time, 
and ensured zero data loss and the recovery of accidentally deleted data. 

5 Conclusion 

This paper designed and implemented a database backup subsystem based on the 
Oracle Database RMAN backup technology, and successfully deployed it into the 
agricultural products wholesale market system, which ensures the security, reliability 
and recoverability of the back-end database of the system. It is also able to adapt to 
the security requirement of the slimily system. 
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Abstract. Photoassimilates partitioning was studied using the experimental data of 
winter wheat in 2008-2009 at irrigation experimental station of Tianjin Agriculture 
University.The Research showed that when relative development stage (RDS) was 
greater than 0.35 fr(root) ,fr（stem and sheath）and fr(leaf) decreased ,fr(Ear) 
increased with the increase of RDS,and turned into negative When RDS were 
0.59,0.67,0.7 respectively.It was due to the existence of repartitioning of 
photoassimilates, and photoassimilates storaged in root , stem and sheath and leaf 
began to transport to ear.Water and nutrition had a certain influence on the 
partitioning of photoassimilates among organs.Excessive water and nutrition were 
unfavourable for the transportation of photoassimilates to the growth center. 

Keywords: winter wheat, photoassimilates, partitioning coefficient. 

1 Introduction 

Photoassimilates partitioning, known as dry matter partitioning, mainly refers to the 
partitioning of organic matter producted through photosynthesis among organs[1]. The 
status of water and nutrient in soil have great influence on photoassimilates 
accumulation and partitioning[2].  Variation of photoassimilate partitioning 
coefficient and the effects of diffrent water and nutrition treatment on winter wheat 
photoassimilate partitioning were discussed ,which will  provide a theoretical basis for 
determining the amount of water and nutrition of the high yield for winter wheat. 

2 Experiments and Methods 

2.1 Experimental Design  

The experiment were conducted at irrigation experimental station of Tianjin 
Agriculture University in winter wheat growing season, 2008-2009, located in Xiqing 
district, Tianjin,longitude 116057 ', latitude 39o08 ', height of 5.49 m above sea level. 
                                                           
* Tianjin Nature Science Foundation（10JCBJC09400). 
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Xiqing district belongs to the warm temperate semi-humid continental monsoon 
climate zone. The soil of 0-2.7m was medium loam;The level of NO3-N, NH4-N of 
0-0.6m were 3.87g/kg ,3.05g/kg respectively. Winter wheat varieties was 6001. Winter 
wheat were sowed in October 7, 2008, harvested in June 15, 2009. 

The test consisted of 5 treatments,2 of which were choosen for analysis in this paper, 
high water and nutrition ,medium water and nutrition(on behalf of the local normal 
water and nutrition level).Base manure of high nutrition treatment was compound 
fertilizer 750kg/hm2.After manuring was urea 225 kg/hm2. Base manure of medium 
water and nutrition was compound  fertilizer 450kg/hm2,After manuring was urea 150 
kg/hm2. Irrigation times of high water treatment ( the whole growth period) were 4, 
winter water(December 2, 2008), jointing water(April 9, 2009), esring water(May 7, 
2009) , filling water (May 18, 2009) respectively; Irrigation times of medium water 
treatment was 3, winter water(December 2, 2008), jointing water(April 9, 2009), filling 
water (May 18, 2009) respectively;Irrigation quota was 60mm for all treatments.Each 
treatment contained 3 replicates, the area of a plot was 40m2.the total area of two 
treatment was 240m2.There was no isolation zone between replicates, .Three plots of 
one treatment were adjacent. There was protection zone in test area,with width of more 
than 3m. 

2.2 Test Items and Methods 

The test index included dry matter, soil moisture,nutrition, plant height, leaf area, 
temperature, wind speed, radiation,etc. The measuring of dry matter: 10 
representative plant samples were chosed and cut against ground.The root were got 
through a stratified sampling method with root drill, 10cm a layers,washed with tap 
water, dived into several groups according to plant organ subsequently.Each groups 
dryed to constant weight under the conditions of 80℃ after fixxing 30 minute under 
the conditions of 105℃, then weighted. 

Soil moisture was determined by neutron instrument, with measuring depth was 
160cm and testing one time each 20cm . 

Temperature, wind speed and radiation, etc meteorological data were from 
meteorological station of Xiqing , Tianjin city. 

2.3 Data Analysis 

Dry matter of Every organs were measured for 8 times from March 27,2009 to June 
15,2009.The data were analyzed by Excel2003 .The variation of dry matter of every 
organs with time were simulated to determine every organs daily dry matter . The 
difference between daily dry matter weight and the previous day’s was the dry matter 
increment.the ratio of  dry matter increment to the total of each organ was definded as 
partitioning coefficient of an organ. 
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3 Results and Analysis 

3.1 The Photoassimilates Partitioning Coefficient of Organ of Medium Water 

and Nutrition 

Photoassimilates from the plant photosynthetic organ is distributed to each organ.Plant 
organs(root,stem,leaves and storage organs) receive photoassimilates for the 
maintenance of their physiological activity and growth.The rate of photoassimilates  
partitioning to  each organ is in connection with RDS, the amount of which depends on 
photoassimilates partitioning coefficient. The photoassimilates  partitioning 
coefficient is as follows: 

Fgass
orgGAAorgfr )()( =  

Where org is the plant organ, )(orgfr is photoassimilates  partitioning 

coefficient, )(orgGAA is the rate of photoassimilates partitioning to various organs 

)/( 11 −− ⋅dhakg , Fgass is the total rate of assimilation of the field-crop plants 

)/( 11 −− ⋅dhakg 。 

photoassimilates  partitioning coefficient of medium water and nutrition  was  

shown in figure 1.It can be seen from Figure 1 that  fr(root) ,fr（stem and sheath）and 

fr(leaf) decreased ,fr(Ear) increased with the increase of RDS when RDS was greater 

than 0.35. It was the reason that the absorption and using process of sinks had 

significant effects on the partitioning of assimilates. The  photoassimilates partitioning 

of each sink dependde on the competition ability of each sink mainly.The stronger the 

competition ability was,the more photoassimilates.Competition ability have two 

meanings,  strength and priority.Strength is defined as the potential demand or 

potential capacity  to photoassimilates of sink[2]. Priority refers to the  order of meet 

the need to photoassimilates of sinks when photoassimilates supply is not 

sufficient.According to the previous studies, the  priority order of plant organs from 

strong to weak were seed, fruit (stem and leaves), cambium layer, root and storage 

structure[3-4].Fr(ear) was the bigest because the ear competitiveness to 

photoassimilate was greater than  root, stem and sheath, leaf when RDS was greater 

than 0.59, and increased with increasing RDS.  
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Fig. 1. Photoassimilates partitioning coefficient of winter wheat of medium water and nutrition 

It can be seen from Figure 1 that fr(root) ,fr(stem and sheath) and fr(leaf) turned into 
negative When RDS were 0.59,0.67,0.7 respectively . It was due to the existence of 
repartitioning of photoassimilates.Component of plant body with the exception of cell 
walls ,even the inorganic substance, can be redistributed to other organs.For example, 
when the leaf senescence, most of the sugar and N, P, K etc evacuated and redistribute to 
new organs nearby.When RDS was greater than 0.59 ear become the growth center of 
winter wheat,so photoassimilates storaged in root , stem and sheath and leaf began to 
transport to ear. The amount of photoassimilates of root , stem and sheath and leaf 
decreased with time,so the corresponding photoassimilates  partitioning coefficient were 
negative.Photoassimilates supply to ear mainly,so fr(ear) was the  maximum.when 
RDS=0.95, partitioning coefficient of ear reached 6.35.The  ratio of photoassimilates  
transported  from stemandsheath was the largest,followed by leaves and roots. 

3.2 Effects of Water and Nutrient on Photoassimilates Partitioning Coefficient 

The data of high water and nutrition ,medium water and  nutrition treatments were 
analysized to detect whether the nutrition and water had influence on the partitioning 
coefficient.It can be seen from Figure 2 that photoassimilates partitioning coefficient of 
root,stem and sheath, leaf of high water and nutrition  treatment were greater than that 
of medium water and nutrition. That was, vegetative growth of high water and nutrition 
was luxuriantly than that of  medium water and nutrition.When RDS was 0.90 fr(root) 
,fr（ stem and sheath） , fr(leaf), fr(ear) of medium water and nutrition were 
-0.18,-0.47,-0.89,2.54 respectively . Fr（stem and  sheath）, fr(leaf), fr(ear) of medium 
water and nutrition were -0.13,-0.25,-0.45,1.83 respectively.It showed that excessive 
water and nutrition made against the transportation of photoassimilates to the growth 
center.The ratio of photoassimilates transported to ear from root , stem and sheath and 
leaf of high water and nutrition treatment was lower than  that of medium water and 
nutrition treatment.So water and nutrition should be controled appropriately in later 
growth period in order to realize high yield of winter wheat. 
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Fig. 2. Photoassimilates partitioning coefficient among organs 
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3.3 Data Comparison 

Photoassimilates partitioning coefficient of all organs measured by P.M.Driessen[5] 
were shown in Table 1.It can be seen that fr(root) fr(stem ) and fr(leaf)  were 0.00,  
and fr(ear) was 1.00 when RDS was greater than 0.56. In his study, the minimum and 
maximum of  Photoassimilates  partitioning coefficient of all organs were 0.00 and 
1.0 without the consideration of the transportation of photoassimilates among 
organs.However  fr(root) ,fr（stem and sheath）and fr(leaf) turned into negative When 
RDS were 0.59,0.67,0.7 respectively, fr(ear) was 6.35 when RDS=0.95 in the paper.It 
was due to the existence of repartitioning of photoassimilates, and photoassimilates 
storaged in root , stem and sheath  and leaf  began to transport to ear. 

Table 1. Photoassimilates partitioning coefficient of all organs of winter wheat 

RDS 0 0.11 0.20 0.35 0.47 >0.56 

fr(leaf) 0.50 0.66 0.56 0.34 0.10 0.00 

fr(root) 0.50 0.34 0.23 0.09 0.04 0.00 

fr(stem) 0.00 0.00 0.21 0.57 0.86 0.00 

fr(s.o.) 0.00 0.00 0.00 0.10 0.00 1.00 

4 Conclution 

When RDS was greater than 0.35  fr(root) ,fr（stem and sheath）and fr(leaf) decreased, 
fr(Ear) increased with the increase of RDS.When RDS were 0.59,0.67,0.7 fr(root), 
fr(stem and sheath）and fr(leaf) turned into negative respectively .It was due to the 
existence of repartitioning of photoassimilates,and photoassimilates storaged in root , 
stem and sheath and leaf began to transport to ear. It showed that water and nutrition 
had a certain influence on the photoassimilates partitioning coefficient among organs, 
and excessive water and nutrition were unfavourable for the transportation of 
photoassimilates to the growth center.The ratio of photoassimilates transported to ear 
from root , stem and sheath and leaf of high water and nutrition treatment was lower 
than that of medium water and nutrition treatment . 

In future research photoassimilates partitioning in the conditions of limited water and 
nutrition should be studied , in order to provide theoretical basis for the determination of 
high yield and high efficiency water and ferlilizer utilization of winter wheat. 
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Abstract. Correlation among root, stem, leaf and grain is the basis for the 
establishment of photosynthate partitioning model, and is of great significance 
for rational regulation of plant morphology and population structure and 
improvement of crop economic production. The paper is based on experiment 
results of dry mater weight of root, stem, leaf, and grain of winter wheat of 5 
treatments with different water and fertilizer level, and experiment results of soil 
moisture and soil nitrogen (NH4+-N和NO3-+N). The experiment was carried out 
in the Farmland Water Cycling Experiment Station of Tianjin Agricultural 
University in 2008-2009. The relationships between leaf to root ratio, stem to leaf 
ratio, and grain to stem ratio with root nitrogen uptake was established, 
respectively. The results indicted that the leaf to root ratio, and stem to leaf ratio 
was more sensitive to water and nitrogen stresses than that of grain to stem ratio. 
Both the leaf to root ratio and stem to leaf ratio increased with the root nitrogen 
uptake, and had positive correlations with root nitrogen uptake with the 
correlation coefficients above 0.91. The correlation between grain to stem ratio 
and root nitrogen uptake was not significant within the given range of water and 
nitrogen stresses. The ratio of grain to stem under water and nitrogen stresses was 
approximately equal to that without water and nitrogen stresses. 

Key words: growth correlation, water and nitrogen stresses, winter wheat, leaf to 
root ratio, root nitrogen uptake. 

1 Introduction 

Various parts of winter wheat (including root, stem, leaf and grain) integrate to a whole, 
where each organ has its unique function with close links between different organs. 
This phenomenon is known as correlation among plant organs (Zhang, 2007 ). 
Correlation among root, stem, leaf and grain is the basis for the establishment of 
photosynthate partitioning model, and is of great significance for rational regulation of 
plant morphology and population structure and improvement of crop economic 

                                                           
* Corresponding author. 
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production. Davison (1969) republished correlation model between root and shoot in 
dry matter, the model included nitrogen uptake in previous results. The other previous 
results presented only correlation models among plant organs and these models are all 
without both water stress and nutrient stress. For example Michaelis-Menten’s   
formula (Liu, et al. 2010), Thomas, et al. (1997), in additional biomass partitioning 
indexes (Liu, et al. 2010), or partitioning coefficients (P.M. Driessen, et al. 1997), 
which imply correlation relationships among plant organs, between crop organs. Based 
on field experiment results, this paper republished the correlation models between the 
ratio (the leaf to root ratio, stem to leaf ratio and grain to stem ratio) with nitrogen 
uptake of winter wheat under water and nitrogen stresses conditions. 

2 Materials and Methods 

The experiment of water and fertilizer in winter wheat double factors was carried out at 
the water cycling experiment bases of Tianjin Agricultural University in 2009. The 
station located at 116°57'E and 39°08'N, elevation 5.49m, groundwater table 
3.70-2.06m. The type of winter wheat is 6001, Growth period was from October 7, 
2008 to June 15, 2009. The soil bulk density in 0-100cm is 1.43 g / cm3. The number of 
experiment treatments was 11 with 3 replications, and the area of each experiment plot 
is 66.7 m2. The dry matter data of roots, stems, leaves, grain, soil moisture and nutrient 
(include ammonium nitrogen NH4

+ and nitrate NO3
+) were measured for all treatments.  

These treatments include the combinations of high water (4 times water during all 
growth period, 60mm each time) and high fertilizer (base fertilizer: 750kg/ha 
compound fertilizer with potassium sulfate type with 15% nitrogen, 15% phosphorus, 
15% potassium, and over 45% total nutrients, topdressing: 225kg/hm2 urea with 46.2% 
total nitrogen), medium water (3 times) and medium fertilizer (450kg/ha compound 
fertilizer, 150kg/ha urea), medium water and low fertilizer (150kg/ha compound 
fertilizer, 75kg/ hm2 urea), and without water and fertilizer.  

The test depth of soil moisture and nitrogen is 0-160cm which is divided into eight 
layers, 20cm each layer. From sowing to harvest, eight times was sampled to test 
nitrogen in indoor method, and soil moisture is tested 22 times using the neutron probe. 
The root was sampled using root drilling with the inner diameter of 5cm and the drill bit 
length of 10 cm, cleaned, oven-dried and weighted to obtain the dry weight. Root 
samples were taken in the ridge and between two ridges, and their mean value is used to 
calculate the dry weight of the root. Sampling depth is 0-60cm before jointing and 
0-100cm after jointing stage, 10cm a layer. Dry matter weight was tested nine times.  

3 The Calculation of Nitrogen Uptake by Winter Wheat Root 

Nitrogen uptake amount is calculated from the root water uptake multiplied by the soil 
water nitrogen concentration in different soil layers, which is 
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Where )(tx = cumulative nitrogen uptake by crop root from sowing to the day t, 

kg/hm2; ijS = root water uptake on day i and soil layer j, 1/d; ijC
= soil nitrogen 

content (the sum of nitrate and ammonium nitrogen) on day i and soil layer j, mg/kg; 

jzΔ = soil depth of layer j, cm, and jzΔ = 20cm in this study; i = days number from 

sowing date, d; j = soil layer numbers, which is j = 1, 2, 3 and 4 for 0-20cm, 20-40, 

40-60cm, 60-80cm soil layers, respectively.  The root water uptake can be calculated 

by Equation (2)(Kang, et al. 1994). 
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Where ( )tTp = potential crop transpiration rate at time t, dmm ; z = the soil depth 

from the surface, cm; ( )tz,θ = soil volumetric water content on day t and at depth z, 

cm3/cm3; rz = crop root depth at time t, cm; wpθ = soil moisture content at the wilting 

point, cm3/cm3; crθ = critical soil moisture content affecting the root water uptake, 

cm3/cm3. In this crθ = fθ75.0 , where fθ = soil moisture content at field capacity and  

fθ = 36 cm3/cm3 within the 0-100cm soil layer. Following Driessen and Konijn 

(1997), rz can be approximated by 
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Potential transpiration rate can be expressed as (Kang, et al. 1994), 

)1()()( )(tLAIK
pp etETtT ⋅−−⋅=                             (4) 

Where ( )tLAI = Leaf area index; K = extinction coefficient which is taken as 0.6 in 

this paper; ( )tETp = ( ) ( )tETtK oc ⋅ , ( )tETp = Crop potential evapotranspiration, 

mm/d; ( ) =tETo  Reference crop evapotranspiration, mm/d, which can be calculated 

from the Penman-Monteith equation (Richard, et, al. 1998); )(tKc
= crop coefficient. 
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In days without LAI measurement, LAI can be estimated from linear interpolation of 
two adjacent measurements. )(tKc

 can be calculated from (5) (Kang, et al. 1994), 
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Where a, b,
0LAI , and 

coK  are constants, which are  0.21, 0.42, 4.2, and 1.30, 

respectively. 
In Eqs. (1) and (2), soil moisture content and soil nitrogen content can be obtained 

from measured values in the field test. In days without measurement, soil moisture 
content and soil nitrogen content of different soil layers can be obtained from linear 
interpolation of measurement. Then the amount of daily root water uptake and nitrogen 
uptake can be calculated. Using Eq. (1), the cumulative nitrogen uptake of winter wheat 
can be obtained for different irrigation and fertilization treatments. From Eq.(1), the 
cumulative nitrogen uptake considers both root water uptake and soil nitrogen content, 
and can reflects soil moisture and soil nutrient status to some extent. Therefore, 
cumulative nitrogen uptake can be used for the quantitative representation of nutrient 
and water stresses effects on plant growth. In this paper, cumulative nitrogen uptake is 
taken as the moisture-nutrient stresses index to analyze the effect of water and nitrogen 
stresses on correlation among winter wheat organs, and to establish the relationship 
between stem to leaf ratio ( )(tK sl

), grain to stem ratio ( )(tK sθ
), leaf to root ratio 

( )(tKlr
) and root nitrogen uptake. The above ratios are defined 

as )()()( tWtWtK lssl = , )()()( tWtWtK ss θθ = , )()()( tWtWtK rllr = , 

where )(tWl
, )(tWs

, )(tWθ
 and )(tWr

 are dry weights of leaf, stem, ear and 

root, kg/hm2. Because the grain test is more difficult, especially before maturity, and 
ear dry weight test is easier; ear dry weight rather than grain dry weight was used. This 
is appropriate because the correlation between the maturity grain dry weight and ear 
dry weight is significant. For example, sampling data on June 15, 2009 resulted in 
y=0.7872x-117.79, R2=0.981, where y= grain dry weight, x= ear dry weight, kg/hm2. 

4 Results and Discussion 

4.1 Effect of Water and Nitrogen Stresses on Winter Wheat Root Water 

Uptake and Nitrogen Uptake, Yield and Total Dry Matter Weight 

Amount of winter wheat root water uptake and nitrogen uptake are calculated from Eqs 
(2) and (1) (Table 1) by using 5 treatments. For different treatment, amount of winter 
wheat root water uptake and nitrogen uptake have great differences, which includes not 
only the impact of water shortage on the amount of root water uptake, but also the effect 
on leaf area index difference on winter wheat root water uptake. As can be seen from 
Figure 2, due to water, nitrogen double stresses, leaf area indexes have greater 
difference under different treatments. Leaf area indexes of high water high fertilizer 
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and medium water and fertilizer treatments are greater, and their maximum reach 6.53 
and 4.96 which appeared in about 0.7 ( relative growth period). LAI is smaller for 
medium water and low fertilizer treatment, and smallest for the medium water and zero 
fertilizer treatment. Thus, to some extent, root nitrogen uptake amount is a better 
representation for the degree of water and nitrogen stresses. 

Table 1. Amount of winter wheat root water uptake and nitrogen uptake in the whole growing 
period under different treatments 

Treatment 
Root water 

uptake /mm 

Root nitrogen 

uptake 

/kg/hm2 

Grain yield 

/t/hm2 

Total dry matter 

/t/hm2 

High water and high 

fertilizer 
299.4 496.7 6.362 20.355 

Medium water and fertilizer 231.8 187.4 6.297 16.245 

Medium water and low 

fertilizer 
195.4 95.1 5.522 17.895 

Medium water zero  

fertilizer 
166.9 85.5 4.461 14.085 

Without water and fertilizer 151.9 67.8 3.491 12.015 

4.2 The Relationship between Leaf to Root Ratio, Stem to Leaf Ratio, Stem to 

Grain Ratio and Root Nitrogen Uptake of Winter Wheat 

4.2.1   The Relationship between Leaf to Root Ratio and Root Nitrogen Uptake 
The relationship between leaf to root ratio and root nitrogen uptake can be expressed as 

the power function ( ) ( )blr taxtK = , where a and b are two regression coefficients, 

and the regression results is given in Table 2 using 5 treatments. The regression 
equations for some testing time do not reach a significant level, but the leaf to root ratio 
increases with root nitrogen uptake and its power index is around 0.5 with the average 
value of 0.5460. The coefficient  a decreases with the relative growth period. By fixing 

b=0.5, the regression analysis of ( ) ( ) 5.0taxtKlr = results in 9884.10584.0 −= ta . 

Using 2 to approximate the power index 1.9884, the relationship between leaf to root 
ratio and root nitrogen uptake can be expressed by equation (5). 

25.0)(0584.0)( −⋅ ttxtKlr ＝                                (5) 
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Table 2. Relationships of leaf to root ratio and root nitrogen uptake at different growing period  

Time/year- 

month-day 

Growth 

days 

 Relative 

growth period 
a  b  

Squared correlation 

coefficient R2 
F(1,2) 

2008-12-17 71 0.268 1.3258 0.4164 0.3191 0.937 

2009-03-27 171 0.367 0.5652 0.3754 0.3741 1.793 

2009-04-16 191 0.488 0.1642 0.4875 0.5933 4.376 

2009-05-07 212 0.655 0.0864 0.5658 0.7373 8.420 

2009-05-14 219 0.722 0.0990 0.5196 0.7929 11.486 

2009-05-21 226 0.789 0.0467 0.6612 0.8591 18.292 

2009-05-27 232 0.852 0.0271 0.7575 0.7894 11.245 

2009-06-04 240 0.936 0.0645 0.5022 0.5864 4.253 

2009-06-15 251 1.055 0.0281 0.6285 0.6702 6.096 

Note: significant F>F0.05=18.5, not significant F<F0.1=8.53. 

4.2.2   The Relationship between Stem to Leaf Ratio and Root Nitrogen Uptake 
The relationship between )()( tKtK slslm

and )(/1 tx is found to be linear (Fig. 1) , 

where )(tK slm
is the stem to leaf ratio under high water high fertilizer treatment. From 

the linear regression results, the relationship between stem to leaf ratio and root 
nitrogen uptake can be expressed as 

)(/496.270123.1

)(
)(

tx

tK
tK slm

sl −
=                        (6) 
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Fig. 1. Relationship between stem to leaf ratio and root nitrogen uptake  
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4.2.3   The Relationship between Grain to Stem Ratio and Root Nitrogen 
Uptake 

Relative grain to stem ratio is defined as the grain to stem ratio under varying 
conditions divided by the ratio under high water and high fertilizer condition. The 
relationship between relative grain to stem ratio and root nitrogen uptake is shown Fig. 

2. As seen from Figure 5, the relative grain to stem ratio ( )(tKy sr θ= ) remains 

constant for different root nitrogen uptake. Linear regression of 

22 )( btxayr += results in 00005.02 −=a ， 98.02 =b and the corresponding 

correlation coefficient ( ) 349.033,20245.0 05.0 =<= RR . It shows that the effect 

of water and nitrogen stresses on grain to stem ratio is not significant. For winter wheat, 
in a certain water and nitrogen stresses range (root nitrogen uptake range in 
57-306kg/hm2), the relative grain to stem ratio is not related to root nitrogen uptake, 
and the value is 0.98 and very close to 1. It indicates that the grain to stem ratio is not 
affected by water and nitrogen stresses and its value is equal to grain to stem ratio 
without water and nitrogen stresses. 
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Fig. 2. Relationship of grain to stem ratio and root nitrogen uptake 

The above results do not mean that grain growth and stem growth were not related to 
water and nitrogen stresses, and only shown that the ratio of the dry weight of grain to 
stem did not change or the grain and stem weights increase or decrease in the same 
degree for winter wheat suffering from water and nitrogen stresses. 

In the above analysis, relative ratios with respect to with the high water high 
fertilization treatment (regarding as no water and nitrogen stresses) were used. As a 
result, data from different treatment and time can be combined in models, which can be 
used for correlations analysis of water and nitrogen stresses on the whole growth period 
of winter wheat. 
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4.3 Validation  

4.3.1   Validation of the Relationship between the Leaf to Root Ratio with Root 

Nitrogen Uptake 
Leaf to root ratio can be calculated from Eq.(5) for other different treatments. The 
scatter plot of measured and calculated values (Fig 3) shown that the scatter points lies 
around the 1:1 line, with the correlation coefficient >= 9164.0R  

( ) 449.033,201.0 =R  and reached a significant level. This shown that Eq. (5) can be 

described the relationship between the leaf to root ratio and root nitrogen uptake. 
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Fig. 3. Scatter plot of simulated and measured values of leaf to root ratio 

4.3.2   Validation of the Relationship between Stem to Leaf Ratio with Root 
Nitrogen Uptake 

Stem to leaf ratio under various root nitrogen uptake conditions can be obtained from Eq. 
(6). The scatter plot of measured and calculated stem to leaf ratios (Fig 4) shown that the 
simulated and measured values are close to the 1:1 line with the correlation coefficient 

( ) 449.033,29167.0 01.0 =>= RR  and reached a very significant level. This 

shown that the formula (6) expressed the effect of water and nitrogen stresses on stem to 
leaf ratio of winter wheat. The ratio increases with root nitrogen uptake. 
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Fig. 4. Scatter plot of simulated and measured value of stem to leaf ratio 

5 Conclusions 

The paper is based on the experiment results of the dry mater weights of root, stem, 
leaf, grain of winter wheat of 5 treatment with different water and fertilizer levels, and 
the synchronization testing information of soil moisture and soil nitrogen (NH4

+-N和
NO-

3
-+N). The experiment was carried out in farmland water cycling experiment bases 

of Tianjin Agricultural University in 2008-2009. The relationship between leaf to root 
ratio, stem to leaf ratio, grain to stem ratio and root nitrogen uptake was respectively 
established. The results show that: 

(1) The water and nitrogen uptake by roots, to a certain extent, can be reflected the 
degree of water and nitrogen stresses and can be taken as the index to describe the effect 
of water and nitrogen stresses on crops growth. 

(2) Leaf to root ratio and stem to leaf ratio are more sensitive to water and nitrogen 
stresses than grain to stem ratio, and have significant correlations with root nitrogen 
uptake, and increase with root nitrogen uptake. For the range of water and nitrogen 
stresses in this study, grain to stem ratio is not correlated with root nitrogen uptake. 

(3) In this paper, the range of water and nitrogen stresses is greater, with the root 
water uptake varying from 151.9 to 299.4mm, root nitrogen uptake from 67.8 to 496.7 
kg/hm2, and corresponding crop yield from 3.491 to 6.362 t/hm2, the total dry matter 
from 12.015 to 20.355 t/hm2. 
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Abstract. First of all, a goal-guiding graphic reasoning approach that based on 
the predicate/transition system has been proposed for the first-order predicate 
logic. In process of reasoning, the premise is separated from the conclusion, 
which has been taken as the beginning of the backward reasoning that is 
purposeful and effective as well. Next, this reasoning approach has been applied 
in the agriculture expert system to present a method of solving problem, 
providing a new way for studying the reasoning mechanism of the agriculture 
expert system. 

Keywords: first-order predicate logic, Predicate/transition system, goal 
guiding, graphic reasoning, backward reasoning, agriculture expert system. 

1 Introduction 

Agriculture expert system in agriculture is to widely apply the accumulated 
knowledge and experiences of agricultural experts by using computer techniques 
which can overcome the limit of time and space, so as to turn these knowledge and 
experiences into productivity[1]. 

To construct a good reasoning mechanism is the basis of agriculture expert system. 
Reasoning means the process of searching the answers from knowledge base for the 
given problems when domain-specific knowledge has been stored into the base in a 
certain form. A reasoning process is to determine whether the given proposition is 
contained in the selected sets of the first-level of facts and clause rules[2-3]. In the 
reasoning processes of agriculture expert system there already have applied many 
approaches. Recent years, the expert system based Petri net and its application have 
become one of the research hotspots in the field of intelligent control and intelligent 
system[2]. Yet, it is not common that the Petri net model has been employed by 
agriculture expert system, and, theoretical system has not been established. 

The first-order predicate logic has already enjoyed a wide application in computer 
science. For its safety and reliability, the practical results of some other logic theories 
turn out that, the applications in which these logic theories had been employed can get 
essential conclusions no more than the application in which only the first-order 
predicate logic had been employed, and can not get a better intelligent system[7]. 
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Petri net offers a new way to study the first-order predicate logic reasoning. Not 
only the Petri net itself can provide an intuitive semantic frame for traditional logic 
symbols, but also its properties can be used for the randomness of logic reasoning, 
which finds a way for realizing the machine reasoning, and which increases the 
chances for dealing with reasoning problems by using different and effective ways.  

For the first-order predicate logic reasoning, predicate/transition system (Pr/T 
system) of the high-level Petri net can be utilized to build the model. Based on the 
model, researches of logic reasoning are divided into two types. ① For the set of 
Horn clauses, the algorithm of computing T-invariants had been proposed[9,15-16]; 
four reasoning algorithms that can support the conclusions obtained and can be 
popularized to the first-order predicate logic had been proposed, through the 
improved strategies of resolution refutation [17]. ② For the set of non-Horn clauses, 
an efficient algorithm and the backward and forward approaches of analyzing T-
invariants had been put forward in accordance with the necessary and sufficient 
condition of contradiction which is contained in the set of non-Horn clauses[18-19]; 
for propositional logics, the reasoning process is turned to solve the non-negative 
integer solutions of linear equations of the incidence matrix, and this principle can be 
applied for predicate logic[8]. 

However, the existing reasoning methods of the first-order predicate logic that 
based on Pr/T system are equal to the traditional resolution refutation method, in 
which premise and conclusion are put together to make up the reasoning. In such a 
way, some heuristic information are not easily to be used for reasoning process, where 
a large number of useless steps may exist and the reasoning processes are inefficient. 
Therefore, this paper proposed, by borrowing ideas from the and/or resolution 
refutation reasoning and based on the Pr/T system, a goal guiding graphic reasoning 
approach of realizing the backward reasoning, which is applied in the agriculture 
expert system. 

2 Basic Concepts 

We assume that our readers know well the knowledge of agriculture expert system, 
Petri net, the first-order predicate logic and reasoning. For simplifying the description, 
we just list some related concepts and terms here.  

Definition 1[8]: Given that D  is the nonempty finite set, and V  is the nonempty 
finite symbol set. 

If all of the symbols of V  set are representatives of the elements of D  set, then 
V  can be deemed as a variable set of D , and these symbols are the variables of D . 

(1)Both the elements and variables of D  are called the D -terms of D . If ( )nf  is 
an equation of D  with n unknowns, and 1 2, ,..., nv v v  are terms of D , then 

( )
1 2( , ,..., )n

nf v v v  is also a term of D , and, no other terms exist. 

(2)The n-ary vector 1 2, , , nv v v< >  of which the components of terms of D  is 

called the n-ary tuple of D , where n＞1. 
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(3)The sum that multiple n-ary tuples of D  are connected by “+” is called as the 
n-ary symbolic sum of D , symbolic sum for short. When 0n = , it is called as the 
empty symbolic sum, which is represented with “ NULL ” or “< >”. 

(4)The symbol “+” is commutative. 

Definition 2[8]: Given that 0( , ; , , , , , , )S T FS T F D V A A A MΣ =  is the Pr/T system, which 

meets the following: 

(1) ( , ; )S T F  means the directed net, which is the basic net of ∑. 
(2) D  is the nonempty finite set which is called as the individual set of ∑, and there 
are operative symbols set Ω of D . 
(3)V  is a variable set of D . 
(4) SA ： S π→ , where, π  is the dynamic predicate set of D , for s S∈ , if ( )SA s  is 

a n-ary predicate, then s is called as the n-ary predicate. 
(5) TA ： DT f→ ，where, Df  is the formulary of D , for t T∈ , ( )TA t  can contain 

only the static predicates and operative symbols of Ω. 
(6) FA ： SF f→ , where, Sf  is the symbolic sum set of D . For a n-ary 

predicate s S∈ , if ( , )s t F∈  or ( , )t s F∈ , then ( , )FA t s  or ( , )FA s t  is the n-ary 

symbolic sum. For t T∈ , free variables in formula ( )TA t  must be the free variables 

of the directed arc with the end of t. 
(7) 0M ： SS f→ , for a n-ary predicate s S∈ , 0 ( )M s  is the n-ary symbolic sum. 

When describing a logic problem, the first-order predicates can be divied into two 
types: describing the premise and describing the conclusion. 

In general, this paper adopts the method proposed in literature [14] to build the 
Pr/T system model for the first-order predicate. 

Definition 3: Assume that P  and Q  are predicates that describe the premise and 
conclusion respectively. Given that 1 0( , ; , , , , , , )S T FS T F D V A A A MΣ =  and 

2 0( , ; , , , , , , )S T FS T F DV A A A MΣ =  are Pr/T net systems corresponding to P  and Q  

respectively, then 1Σ  is called as the premise Pr/T net system, or called as the 

premise net for short, and 2Σ  is called as the conclusion Pr/T net system, or called as 

the conclusion net. 

Definition 4: Assume that 0( , ; , , , , , , )S T FS T F D V A A A MΣ =  is the conclusion net, then 

t T∀ ∈  means the target transition. 

Definition 5: The two-ary tuple of ( , )N S F=  which meets the following conditions 
is called as Predicate-and/or graph, or called as Pre-and/or graph for short. 

(1) S ≥ 2  

(2) ( )F S S⊆ ×  
(3) ( ) ( )dom F cod F S∪ =  
 
where, 
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( ) { : ( , ) }dom F x S y S x y F= ∈ ∃ ∈ ∈  

( ) { : ( , ) }cod F x S y S y x F= ∈ ∃ ∈ ∈  

(4) s S∀ ∈  represents an atomic predicate formula.  
(5) , ,... ( )ns s s n ≥1 2 2  means that the relation between predicates is “or”, if and only if:  

s S∃ ∈  and ( , ) ( , ,..., )is s F i n∈ = 1 2  

(6) , ,... ( )ns s s n ≥1 2 2  means that the relation between predicates is “and”, if and only if: 

s S∃ ∈  and ( , ) ( , ,..., )is s F i n∈ = 1 2  

( , ) ( , ,..., )is s F i n∈ = 1 2  is connected with semicircle. 

(7)If ,x S x•∃ ∈ = ∅ , then the node x  is called as the end-node. 

Definition 6: Assume that 0( , ; , , , , , , )S T FS T F D V A A A MΣ =  is a Pr/T net system, and 

1 21 2 0( , ; , , , , , , )S S T FS S T F D V A A A M′ ′∪ ′′ ′ ′Σ = ∪  is a two-level place Pr/T subnet of ∑, if and 

only if all of the following conditions are met: 

(1) 2 1 2{ , , , } ( 0}mS s s s S m= ⊆ ≥ ; 

(2) 2{ , }T t t T t S•′ = ∈ = , and T ′  is not null set; 

(3) 1 { , , { }}S s s S t T which makes s t•′= ∈ ∃ ∈ = ; 

(4) 1 2 1 2 1 2 1 2{( , ) , ,( , ) }F x x x x S S T x x F′ ′= ∈ ∪ ∪ ∈ , for 1 2 1 2 1 2( , ( , ) ( , )F Fx x F A x x A x x′′∀ ∈ =） ， , 

1 2 1 2: ,S SA S S π∪ ∪ →  where π  is a dynamic predicate set of D ; :TA T true′ ′ → , for 

t T ′∈ , ( )TA t′  is a static predicate, 0 :M S′ ′ →<> . 2S  is the output place set of ′Σ , 

and 1S  is the input place set of ′Σ . 

If ∑ itself is a two-level place Pr/T subnet, then this ∑ is called as a two-level place 
Pr/T net. 

For example, fig.1 shows the basic net of a two-level place Pr/T net. In particular, 
both 2S  and 1S  in definition 7 can be null set, but because that no independent node 

shall exist in the net, they can not be null set at the same time. Besides, provisions (2) 
and (3) of definition 7 do not require T ′  and 1S  to be the maximal set. Therefore, 

even 2S  has been determined, the obtained two-level place Pr/T subnet may not be 

the only one. 

 

Fig. 1. The basic net of a two-level place Pr/T net 
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Definition 7: Assume that 0( , ; , , , , , , )S T FS T F D V A A A MΣ =  is a Pr/T net system, for 

t T∀ ∈ , if t • ≠ ∅ , then make 1 2{ , , , }( 1)mt s s s m• = ≥ ; define 1 1 2 2{ ), ), , ( )}m ms X s X s X（ （  

as the output predicate set of the transition t (where, ( 1,2, , )iX i m=   is a term of 

( , )F iA t s ). Similarly, if t• ≠ ∅ , then make 1 2{ , , , }( 1)nt s s s n• ′ ′ ′= ≥ ; define 

1 1 2 2{ ), ), , ( )}n ns Y s Y s Y′ ′ ′（ （  as the input predicate set of the transition t  (where, 

( 1,2, , )iY i n=   is a term of ( , )F iA s t′ ). Elements of input/output predicate set are 

called the input/output predicate of transition t . 

Definition 8: Assume that 1 2 0( , ; , , , , , , )S T FS S T F D V A A A MΣ = ∪ is a two-level place 

Pr/T subnet, where, 1S  is the input predicate set of ∑ and 2S  is the output predicate 

set. For any atomic predicate formula set, 1 1 2 2{ ( ), ( ), , ( )}n nP P X P X P X=  , the formula 

set is successfully matched with the two-level place Pr/T subnet ∑, if and only if both 
of the following conditions are met: 
 

(1) The place set corresponding to the set P  meets 1 2 2{ , , , }nP P P S= ; 

(2) Exist a replacement θ , which makes  
t T∀ ∈ , ( , ) ( 1,2, , )i F iX A t P i nθ θ= =  . 

 

For the purposes of simplifying discussion, we assume that: 
 

(1) In definition 8, predicate symbols of the predicate formula set P  are different; 
(2) Each directed edge of the Pr/T net system has a ( 1)n n ≥ -try tuple, and no 
symbolic sum forms that consist of ( 2)m m ≥  n-try tuples. 

3 Pre-and/or Graph Description of the Pr/T Net System 

Assume that ∑ is a two-level place Pr/T net which contains ( 1)r r ≥  transitions. 
According to the definition of the two-level place Pr/T net, ∑ can be shared 
composition of r two-level place Pr/T nets, each of which contains only one 
transition[22]. 

3.1 Pre-and/or Graph of the Two-Level Place Pr/T Net System Which 
Contains Only One Transition 

The ratio of the numbers of transition’s input place and output place is represented by 
: ( , 0)m n m n ≥ . According to the different value of :m n , the discussion can be 

divided into the following: 
 

(1) 1: ( 1)n n ≥ , as shown in fig.2(a), and its Pre-and/or graph is shown in fig.2(b). 
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             (a) 1: ( 1)n n ≥       (b) Pre-and/or graph corresponding to fig.(a) 

Fig. 2. 1: ( 1)n n ≥  and its Pre-and/or graph  

(2) For 0 : ( 1)n n ≥ , its Pre-and/or graph is similar to the fig.2(b), only that the atomic 
predicate formula ( )AA X  is replaced by “ NULL ”. 

(3) :1( 2)m m ≥ , as shown in fig.3(a), and its Pre-and/or graph is shown in fig.3(b).  

 
(a) :1( 2)m m ≥      (b) Pre-and/or graph corresponding to fig. (a) 

Fig. 3. :1( 2)m m ≥  and its Pre-and/or graph  

(4) For : 0( 1)m m ≥ , its Pre-and/or graph is similar to the fig.3(b), only that the atomic 
predicate formula ( )BB X  is replaced by “ NULL ”. 

(5) : ( , 2)m n m n ≥ , as shown in fig.4(a), and its Pre-and/or graph is shown in fig.4(b). 

 
               (a) : ( , 2)m n m n ≥     (b) Pre-and/or graph corresponding to fig.(a) 

Fig. 4. : ( , 2)m n m n ≥  and its Pre-and/or graph 

3.2 Pre-and/or Graph of the Two-Level Place Pr/T Net 

Theorem 1: Given that ∑ is a two-level place Pr/T net which contains ( 1)r r ≥  
transitions, and its Pre-and/or graph can be shared composition of the five Pre-and/or 
graphs described in section 3.1. 
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Proof of Theorem 1: (1) when 1r = , then the conclusion is always true. 
   (2) when 1r > , we need to prove the following three situations according to the 
total number (n) of the output places of ∑ and definition 7. 
   1) When 1n = , as shown in fig.5, where, ( 1,2, , )iP i r=   is the output place set for 

it , and 0iP ≥  (explanation for iP  is the same hereinafter). The graph of fig.5 can be 

made up with r  subgraphs that shown in fig.6. 

 

Fig. 5. 1n =   

Ai1

Ai2

Aiqi

ti B<XAi1>

<XAi2>

<XAiqi>

<XBi>

 

Fig. 6. A subgraph of fig.5 

According to different iP , the Pre-and/or graph of fig.5 can be composed by Pre-

and/or graphs described in conditions (1), (2) or (3) of section 3.1. 
   2) When 1n >  as shown in fig.7, which can be composed by r subgraphs that 
shown in fig.8. 
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Fig. 7. 1n >  

 

Fig. 8. A subgraph of fig.7 

According to different iP , the Pre-and/or graph of fig.7 can be composed by Pre-

and/or graphs described in conditions (1), (2) or (5) of section 3.1. 
   3) When 0n = , as shown in fig.7 ( where 0iP > ), which can be composed by r 

subgraphs that shown in fig.10. 
 

 

        Fig. 9. 0n =                       Fig. 10. A subgraph of fig.9 
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   The Pre-and/or graph of fig. 9 can be composed by r Pre-and/or graphs described 
in conditions (4) of section 3.1. 
   From the above ,we know that theorem 1 is true. (over) 
   When 1r > , the output place B of transition or 1 2{ , , , }nB B B  will appear r  

times in the Pre-and/or graph in conditions 1) and 2). In this paper, we regulate that in 
the  reasoning process by referring to the Pre-and/or graph, only one (set) output 
place inherits the “and” or “or” relations of the original Pre-and/or graph, and these 
relations should be drawn up in the graph. For the rest 1r −  (set) output places, 
although they also inherit the original “and” or “or” relations, they do not need to be 
drawn up for conciseness of the graph. 

4 Graphic Reasoning of the First-Order Predicate Logic 

4.1 The Goal Guiding Graphic Reasoning Approach of the First-Order 
Predicate Logic 

We assume that the general form of the first-order predicate logic that needed to be 
proved is: 1 2: , , , mP A A A B→ , in which, both the premise ( 1,2, , )iA i m=   and 

conclusion B  are the first-order predicate formulas, and B  should be represented by 
prenex normal form without universal quantifiers. Specific steps of the goal guiding 
graphic reasoning approach of the first-order predicate logic are shown as follows: 
Step 1. Build the Pr/T net systems for 1 2, , , mA A A , respectively, and merge the same 

places to obtain the premise net, which is assumed to be 

1 1 1 1 1 1 1 01( , ; , , , , , , )S T FS T F D V A A A MΣ = . Build the Pr/T net systems for predicate formulas 

which are after the quantifiers of B  to obtain the conclusion net, which is assumed to 
be 2 2 2 2 2 2 2 02( , ; , , , , , , )S T FS T F D V A A A MΣ = [14]. Rename some variables to so that the 

same variables will not appear on the input/output arcs of different transitions; 
Step 2. For each target transition it ( 1i =  to 2T ), initialize the corresponding Pre-

and/or graph 2( 1,2, , )iG i T=   to be null; 

Step 3. for ( 1i =  to 2T ){ 

Step 3.1 
(1) If the output predicates of it  belong to a non-null set, then we assume the 

predicate set to be 1 1 2 2{ ( ), ( ), , ( )}( 1)i n nQ P X P X P X n= ≥ , and these n  atomic 
predicate formulas, which are taken as the beginning of the reasoning, are represented 
by n  end-nodes of iG . If 1t T∈  and t • = ∅ , then another end-node marked with 
“ NULL ” should be added to iG , which is also the beginning of reasoning; 

(2) If the output predicates of the target transition it  belong to a null set, then only 

one end-node that marked with “ NULL ” should be established as the beginning of 
reasoning; 
Step 3.2 
If ( any subset of iQ  can not successfully match with any two-level place Pr/T subne 

in the premise net 1Σ ), we consider that B  is not an effective conclusion of 

1 2, , , mA A A , then goes to Step 5. 



www.manaraa.com

 Application of a Logical Reasoning Approach Based Petri Net 335 

 

else{  
While ( a subset of iQ  is successfully matched with a certain two-level place Pr/T 

subnet 1
′Σ  in the premise net 1Σ ), do{ 

Step 3.2.1. Add the Pre-and/or graph of 1
′Σ  into iG  (if a node is involved in 

( 2)n n ≥  times of successful matching processes, then copy it for n  times in iG  to 

make the Pre-and/or graphs adding into iG  independent with each other); 

Step 3.2.2. Obtain a new set of end-nodes; 
Step 3.2.3. If the atomic predicate formula of an end-node is the input predicate of the 
target transition it  after replacement, then this end-node is marked as “terminational 

node”; 
Step 3.2.4. Given that iQ  is the atomic predicate formula set of non- terminational 

end-nodes. 
} 
}; 
Step 3.3 

If there is in iG  a subgragh iG ′ , which meets: 

(1)the atomic predicate formula set of the output predicate set of the target transition 

it  is equal to that of the reasoning beginnings of iG ′ ; 
(2)the atomic predicate formula set of all the “terminational nodes” in subgraghs is 
equal to the input predicate set of the target transition it  after a certain replacement. 

then, it proves that the reasoning of the target transition it  is successful. Otherwise, 

the reasoning is unsuccessful, which proves that B  is not an effective conclusion of 

1 2, , , mA A A , then goes to step 5. 

}; 
Step 4. If the reasoning of each target transition 2( 1,2, , )it i T=   is successful, and 

replacements in reasoning process are coincident, then it proves that B  is an 
effective conclusion of 1 2, , , mA A A , else, it is not an effective conclusion. 

Step 5. End the reasoning. 
In the above-mentioned approach, if the atomic predicate formula which is added to 
the Pre-and/or graph 2( 1,2, , )iG i T=   is equal to an existing atomic predicate 

formula of iG  after replacement, then the merging should be made under the 

condition that no new end-node is added to iG . When making merging, the following 

should be met: 
 

(1) If both nodes are marked as the “terminational nodes”, then these two nodes 
needed to be merged, otherwise not; 
(2) In order to keep the original reasoning relations, the two nodes are not really 
merged into one node, but connected through a dotted line. 
   Step 1 regulates that the same variable shall not appear on the input/output arc of 
different transitions in 1Σ  and 2Σ . Therefore, if a replacement exists in Step 3.3, then 

it must be consistent with the replacement in Step 3.2.3. It can be known from section 
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3.1 that, when Pre-and/or graph 2( 1, 2, , )iG i T=   has ( 2)n n ≥  “terminational nodes”, 

then there are n  terminational nodes that represent the “and” relation between 
predicates,and there are directed path from these “terminational nodes” to the 
beginning of reasoning. Thus, for the target transition it , we assume its input 

predicate set to be 1 1 2 2{ ( ), ( ), , ( )}( 0)i n nI P X P X P X n= ≥ , and output predicate set  

to be 1 1 2 2{ ( ), ( ), , ( )}( 1)i m mO Q X Q X Q X m= ≥ . When the two conditions in Step  

3.3 are met, then the following proposition is true: 

1 1 2 2 1 1 2 2( ) ( ) ( ) ( ) ( ) ( )n n m mP X P X P X Q X Q X Q X∧ ∧ ∧ → ∨ ∨ ∨  ,i.e. the reasoning of the 

target transition it  is successful, and Step 3.3 is correct. For other steps, it is obvious 

that they are effective and reasonable. Hence, for the first-order predicate logic, the 
proposed goal-guiding graphic reasoning approach is also effective and reasonable. 

4.2 Application Example 

Example 
if ( ( ) ( ) ( )) ( ( ) ( ))x C x W x R x x C x Q x∀ → ∧ ∧ ∃ ∧ ,  
prove that ( ( ) ( ))x Q x R x∃ ∧ . 
 

 
(a) Premise net 

 
           (b) Conclusion net  (c) Reasoning process of the target transitions 1t ′  and 2t ′  

Fig. 11. Premise and conclusion nets and the reasoning processes 

Proof of the Example: According to literature [14] and Step1 of the goal-guiding 
graphic reasoning approach, we get the premise and conclusion nets, as shown in 

fig.11(a) and 11(b), respectively. The reasoning process of the target transitions 1t ′  
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and 2t ′  is shown in fig.11(c) from the top to bottom. Because the two conditions in 

Step3.3 of the goal-guiding graphic reasoning approach are satisfied, the reasoning of 

1t ′  and 2t ′  can be considered to be successful, and replacements in the reasoning 

process are consistent, thus the conclusion is true. 
   In fig.11(c), a dotted line represents a predicate formula of the premise net which is 
obtained by replacing the predicate formula of the corresponding node. In essence, the 
two nodes connected by the dotted line represent one node. 

5 Application of the Goal-Guiding Graphic Reasoning 
Approach in Agriculture Expert System 

At present, production rule has become a knowledge representation mode which 
enjoys the most artificial intelligent application, and which has been employed in 
many successful expert systems to represent knowledge[2]. In this paper, we assume 
that the agriculture expert system use the production rule representation. for instance:  
IF  wz= suburbs, and nyhxptr=large 

THEN it means a large quantity of carbon emission per unit area 
The goal-guiding graphic reasoning approach can not only prove the already known 
results, but also solve questions in agriculture expert system. Specific steps as 
follows:   

Step 1. Build proper predicate formulas for production rules of the knowledge base 
and conclusions to be solved; 
Step 2. According to literature [14] and Step1 of the goal-guiding graphic reasoning 
approach, build the Pr/T net model for production rules of the knowledge base and 
conclusions to be solved, to get the premise net 1  and the conclusion net 2 ; 

Step 3. Do Step2-Step4 of the goal-guiding graphic reasoning approach; 
Step 4. If the question that need to be solved is an effective conclusion, then the value 
of the variable in 1  that obtained by replacement in the reasoning process is just the 

answer of the question; if the question is not an effective conclusion, then there is no 
answer for the question. 

Example. Take the judgment of several common pest and disease damages during the 
cotton seedling period. In such an agriculture expert system knowledge base, the 
production rule representation of syndromes and diseases is described as follows[20]: 
Diseases during the cotton seedling period: 

IF systemic and cotyledon foliage and appear one of syndromes of yellow net, purple 
plague, ralstonia solanacearum and yellows. 
THEN the cotton would be withered. 
IF local and cotyledon foliage and appear water-soaked dots or small spots and turbid 
juice when wiped on the glass.  
THEN it shows the angular. 
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IF local and cotyledon foliage and appear pyorrhea or incrustation on the extended 
scab.  
THEN it shows the angular. 
IF local and rhizome and appear tawny and annular constriction. 
THEN it shows the seedling blight. 
IF local and root and appear arachnoid tomentum with soil particles but not the cotton 
fiber. 
THEN it shows the seedling blight. 
IF local and rhizome and burst of long-thin spindle-shaped fibers. 
THEN it shows the anthracnose. 
IF local and cotyledon foliage and appear small dots with ashen in the center and dull-
red in outer area. 
THEN it shows the anthracnose. 
IF local and rhizome and appear dark brown long round spot and constriction.  
THEN it shows the redroot. 
Here we do not list the diseases during cotton budding, blossing and boll opening 
periods. 
Table 1 lists the relations between the predicates and syndromes, in which x 
represents a disease. 

Table 1. Relations between the predicates and syndromes 

Predicate Syndrome Predicate Syndrome
Q1(x) 
Q2(x) 
Q3(x) 
Q4(x) 
Q5(x) 
Q6(x) 
Q7(x) 
Q8(x) 
Q9(x) 
P1(x) 
 
 
P2(x) 
 
P3(x) 

Systemic 
Local 
Rhizome 
cotyledon foliage 
root 
seeding period 
budding period 
blossing period 
Boll-opening period 
yellow net, purple plague, 
ralstonia solanacearum and 
yellows 
water-soaked dots or small 
spots 
turbid juice when wiped on 
the glass 

P4(x) 
 
P5(x) 
P6(x) 
P7(x) 
 
P8(x) 
P9(x) 
 
P10(x) 
 
 
P11(x) 
P12(x) 
R(x,A1) 
R(x,A2) 
R(x,A3) 

pyorrhea or incrustation on 
the extended scab 
tawny 
annular constriction 
arachnoid tomentum with 
soil particles 
cotton fiber 
burst of long-thin spindle-
shaped fibers 
small dots with ashen in the 
center and dull-red in outer 
area 
dark brown long round spot 
constriction 
x is blight 
x is anthracnose 
x is red rot  

 
Given: during the seeding period, some rhizomes appear burst of long-thin spindle-
shaped fibers, and the disease is not systemic but local, question: what is the 
conclusion? 
Step1: Build corresponding predicate formulas for production rule representation of 
the knowledge base, here lists parts of them: 
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( ) ( ) ( ) ( ) ( , )Q x Q x Q x P x R x A∧ ∧ ∧ →6 2 3 9 2  

( ) ( ) ( ) ( ) ( , )Q x Q x Q x P x R x A∧ ∧ ∧ →6 2 4 10 2  

( ) ( ) ( ) ( ) ( ) ( , )Q x Q x Q x P x P x R x A∧ ∧ ∧ ∧ →6 2 3 5 6 1  

Build predicate formulas for the conclusion that needs to be solved: 
( ) ( ) ( ) ( ) ( , )Q x Q x Q x P x R x y∧ ∧ ∧ →6 2 3 9 ， where, ( , )R x y  represents that the disease x 

is y. 
Step2: Part of the Pr/T net 1  of corresponding production rules is shown in 

fig.12(a), and Pr/T net 2  of the conclusion is shown in fig.12(b). 

Step3: The reasoning process is shown in fig.12(c), from which we know that the 
question that needs to be solved is an effective conclusion. 

 
(a) Premise  net 

 

 
       (b) Conclusion net    (c) Reasoning of the target transition 1t ′  

Fig. 12. Premise and conclusion nets and the reasoning processes 

Step4: In the reasoning process, replacement A2/y had been used, which indicates that 
A2 is the answer of this question, namely, anthracnose is the conclusion. 
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6 Conclusions 

In this paper, for the first-order predicate logic, a goal guiding graphic reasoning 
approach that based on the predicate/transition system has been proposed，and the 
approach has been applied in the reasoning process of agriculture expert system. 
Compared to other previous work,the paper has the following significance and 
innovation: 

(1)The reasoning process of the approach proposed in this paper is started with the 
conclusion, so the approach is purposeful and effective with reducing many useless 
steps. 
(2)For the approach in this paper,in process of reasoning, the premise is separated 
from the conclusion, avoiding the disadvantage that the causal relationship will be 
covered by traditional reasoning methods, therefore in this approach, the knowledge is 
highly readable and some heuristic information can be used in the reasoning process.   
(3) When agriculture knowledge has been stored into the base in the form of the 
production rule, the proposed approach can be used to answer questions of the 
agriculture expert system, which provides a new way for studying the reasoning 
mechanism of the agriculture expert system. 
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Abstract. The endophytic fungus BS002 with good effect of disease-resistant 
has been isolated from the medicinal Sophora flavescens. The conditions of the 
fermentation medium were explored in this paper. On the basis of the single 
factor experiments, CH3COONa, potato and glucose were defined to be the 
main factors by Plackett-Burman Design; Response surface methodology 
(RSM) with Box-Behnke Design was used to optimize fermentation conditions 
of endophytic fungi BS002. The optimal conditions are defined as follows: 100 
mL in the container 250mL, potato 246.47 g/L, glucose 27.81 g/L, CH3COONa 
1.95 g/L, concentration of fungus 107 cfu/ml, temperature 25 ℃, yeast extract 
1.0 g/L, speed 150 rpm, fermentation for 4 d, dry weight of mycelium can reach 
10.398 g/L. 

Keywords: response surface methodology, Plackett-Burman, endophytic fungi, 
fermentation condition, Sophora flavescens. 

1 Introduction 

Endophytic fungi, which lives within healthy plant tissues or organs, do not bring 
some diseases to plants and the whole or part of the life cycle exists in the plant [1-3]. 
Studies have shown that, many endophytic fungi were isolated from plant roots, 
stems, leaves, etc. Part endophytic fungi can produce the same or similar 
pharmaceutically active ingredients with the host[4,5]. Medicinal plant Sophora with 
functions of heat-clearing, detoxifying, eyesight-improving, diuretic, rheumatism 
removing, desinsection, etc. is the dried root of plant, it is cold, bitter, affecting the 
heart, spleen, kidney. Matrine and flavonoids are contained in Sophora, and have 
better pharmacologically active and medicinal value[6-9]. Endophytic fungus BS002 
strain was isolated from Sophora seeds. The test proved strong antifungal activities 
against the growth of Botryosphaeria berengriana f.sp. piricola, Physalospora 
piricola, Cladosporium cucumerinum Ell. Arthur., Fusarium oxysporum f.sp. 
cucumerinum, Fusarium moniliforme, etc. The inhibition to physalospora piricola 
was the biggest with the antibacterial diameter of 45 mm.    
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In this paper, Plackett-Burman design[10-12] was used to define to the main 
factors and response surface methodology (RSM) with Box-Behnke design was used 
to optimize fermentation medium and fermentation conditions[13,14]. RSM, a 
mathematical and statistical method, is a way of finding the best conditions in the 
multi-factor systems. The accurate and effective results can be achieved by the 
experiment. The best combination of various factors and the optimal response value 
can be determined by this methed on the entire inspection area[15-19]. 

2 Experiments and Methods 

2.1 Preparation 

The endophytic fungus BS002 isolated from the seeds of S. flavescens, was provided 
by bio-pharmaceutical technology laboratory, College of Biological Engineering, 
University of Science and Technology LiaoNing, Liaoning Province, China.         

Endophytic fungus BS002 (Penicillium sp. M-01, Penicillium variants), was 
inoculated in PD medium (potato 200 g, sugar 10 g, glucose 10 g, sodium acetate 1.66 g, 
peptone 1.02 g, water1000 mL) at 25 ℃, 150 r / min training for 4 d, then filtrated. 

2.2 Methods of Test 

Liquid fermentation process parameters with inoculative dose, liquid volume, 
temperature, Metabolism factor, potatoes, carbon source, nitrogen source, etc. are 
optimized by single factor experiment. Each factor is set high and low level, denoted 
by 1 and -1, the high level was 1.5 times of low level in Plackett-Burman 
Design[19,20](Table 1). The significant factors can be analyzed. 

Table 1. The measured values of Placket-Burman Design 

No. 
inoculative 

dose 
(cfu/mL) 

medium 
volume 
(mL) 

speed 
(rpm) 

Temper
-ature 
(℃) 

CH3COONa 
(g/L) 

potato 
(g/L) 

glucose 
(g/L) 

yeast 
extract 
(g/L) 

biomass 
(g/L) 

1 1 -1 +1 -1 -1 -1 +1 +1 5.500 
2 1 +1 -1 +1 -1 -1 -1 +1 3.335 
3 -1 +1 +1 -1 +1 -1 -1 -1 5.410 
4 +1 -1 +1 +1 -1 +1 -1 -1 5.350 
5 +1 +1 -1 +1 +1 -1 +1 -1 6.625 
6 +1 +1 +1 -1 +1 +1 -1 +1 7.260 
7 -1 +1 +1 +1 -1 +1 +1 -1 6.410 
8 -1 -1 +1 +1 +1 -1 +1  +1  8.995 
9 -1 -1 -1 +1 +1 +1 -1  +1  6.600 
10 +1 -1 -1 -1 +1 +1 +1  -1  8.080 
11 -1 +1 -1 -1 -1 +1 +1  +1  6.365 
12 -1 -1 -1 -1 -1 -1 -1  -1  3.200 
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RSM with Design expert 8.0 was used to optimize fermentation conditions of the 
endophytic fungus BS002. Optimal response can be analyzed and obtained by the 
significant factors were considered the independent variables and the mycelium dry 
weight was considered the response value. The design method was showed (Table 2). 

Table 2. Level of response surface methodology experiment factors 

Level 
X1 : 

CH3COONa(g/L) 
X2 : glucose(g/L) X3: potato(g/L) 

-1 1.5 20 200 
0 1.88 25 250 

+1 2.25 30 300 

 
The mycelium was collected, washed with deionized water three times, and dried 

in  vacuum oven to constant weight at 150℃ to obtain the biomass of each 
group(formula 1.). 

( ) ( ) ( )Lonfermentatigweightcelldrygbiomass =L       (formula 1.) 

3 Results and Discussion 

3.1 The Results of Plackett-Burman Design Test 

The results of Plackett-Burman Design are shown in Table 3. 

Table 3. Levels and effects of variables 

NO. Factors 
level 

Estimate t-Value P-Value Rank 
-1 1 

1 
 inoculative 

dose(cfu/mL) 
  -0.055 -0.417 0.704 8 

2 
 medium 

volume(mL) 
80 120 -0.010 -1.167 0.328 6 

3  speed(rpm) 120 180 0.013 2.374 0.098 4 

4 
 

CH3COONa(g/L) 
1.5 2.25 2.847 6.443 0.008 1 

5 temperature(℃) 22 33 0.025 0.754 0.505 7 

6 potato (g/L) 200 300 0.012 3.521 0.039 3 

7  glucose(g/L) 20 30 0.180 5.442 0.012 2 

8 
yeast 

extract(g/L) 
0.8 1.2 1.242 1.449 0.231 5 
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According to the Plackett-Burman test, CH3COONa, potato, glucose were proved 
to be significant factors. p-values were less than 0.05, and the order: CH3COONa＞
glucose＞potato. Inoculative dose and medium volume had negative effect on 
experimental results, that Estimate＜0; the other six fators had positive effect, that 
Estimate＞ 0. Three significant factors would be the basis of the following 
experiments. According to the single factor experiment results, inoculative dose 107 

cfu/mL, medium volume 100 mL/250 mL erlenmeyer flask, speed 150 rpm, 
temperature 25 ℃, yeast extract 1 g/L. 

3.2 The Results of RSM 

The test results are shown in Table 4. and Table 5. 

Table 4. Experimental design and result of response surface methodology as N=17 

No. 
CH3COONa 

(g/L) 
glucose 
(g/L) 

potato 
(g/L) 

biomass 
(g/L) 

1 1 -1 0 6.898 
2 0 -1 1 5.385 
3 0 0 0 9.953 
4 0 0 0 8.638 
5 0 1 1 9.160 
6 1 1 0 9.270 
7 -1 1 0 8.980 
8 0 -1 -1 5.840 
9 0 1 -1 8.858 

10 -1 0 -1 7.390 
11 0 0 0 10.178 
12 0 0 0 9.725 
13 1 0 1 7.630 
14 -1 0 1 7.890 
15 0 0 0 9.770 
16 -1 -1 0 5.520 
17 1 0 -1 9.120 

 
The maths model ( this test response value Y from the encoded variables A, B, C) 

was set up based on the above data by quadratic regression analysis with Design 
expert 8.0.6 : Y=9.65+0.39A +1.58B - 0.14C-0.27AB-0.50AC+0.19BC-0.64A2 -
1.34B2- C2. 
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Table 5. Analysis of variance for response surface methodology model 

Source Sum of Square DF MeanSquare F-value Pr＞F 
Significanc

e 

Modle 37.71 9 4.19 18.08 0.0005 significant 

A:  

CH3COONa 
1.23 1 1.23 5.31 0.0546  

B: glucose 19.92 1 19.92 85.95 
＜

0.0001 
﹡﹡ 

C: potato 0.16 1 0.16 0.7 0.4290  

A.B 0.30 1 0.30 1.28 0.2957  

A.C 0.99 1 0.99 4.270 0.0776  

B.C 0.14 1 0.14 0.62 0.4576  

A2 1.75 1 1.75 7.55 0.0286 ﹡ 

B2 7.57 1 7.57 32.68 0.0007 ﹡﹡ 

C2 4.22 1 4.22 18.19 0.0037 ﹡﹡ 

Lack of fit 0.21 3 0.069 0.20 0.8942 
not 

significant 

Pure Error 1.41 4 0.35 - -  

Residuals 1.62 7 0.23 - -  

Cor Total 39.33 16 - - -  

R-Squared   

0.9587 
  

AdjR- 

Squared  

0.9057 

   

Note: * represents significant; ** represents very significant. 
 

According to analysis of variance, there are significant differences on the biomass 
between one degree term and quadratic term, in other words, there was no simple 
linear relationship between experimental factors and response. The model coefficients 
for each variable are also shown in Table 5. and F-value and P-value were employed 
to check the significance of each coefficient of the model. Correlation coefficient of 
the regression equation R2(R-Squared) =95.87%, it showed that experimental data 
sufficiently were fitted to the model in the case of significant level α = 0.01 and 
90.57% data response to the biomass depended on the selected three significant 
variables. Pr> F term represents the probability is greater than F, lack of fit was 
0.8942, not significant, indicating that the equation was adequate for predicting 
biomass under all conditions, this proved that the model was selected appropriately. 

The relationship between the response and experimental data of each variable can 
be demonstrated by three-dimensional response surface plots which represented the 
regression equation mentioned above (shown in Fig. 1-4). According to the analysis 
by the Design-expert 8.0.6, the optimal values of the three key variables for biomass 
of lipid fermentation of the endophytic fungus BS002 were crystalline sodium acetate 
1.95 g/L, glucose 27.81 g/L，potato 246.47 g/L, respectively.  
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Fig. 1. Response surface figure of regression eqation of biomass VS CH3COONa and glucose 

 
 

 

Fig. 2. Response surface figure of regression eqation of biomass VS CH3COONa and potato 
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Fig. 3. Response surface figure of regression eqation of biomass VS potato and glucose 

 

 

Fig. 4. Binary regression curve of biomass VS concentration of CH3COONa, potato and 
glucose 

According to the response surface analysis charts, the biomass of endophytic 
fungus BS002 increased at first and then decreased with the increase in the value of 
any two parameters.  
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4 Conclusions 

The test by RSM for fermentation condition optimization of endophytic fungus 
BS002 isolated from Sophora flavescens proved that cell dry weight 10.398 g / L on 
the base of optimized conditions was obtained, and it was increased by 29% 
compared with 8.062 g / L on the basic of medium, error was only 2.5%, compared to 
predicted values 10.1429 g / L. It was indicated that the optimal medium combination 
has important practical applications after the verification test. 

Significant effects from liquid fermentation medium composition of endophytic 
fungus BS002 to cell dry weight were derived in the test. Mathematical model of 
three significant factors(CH3COONa, potato, glucose) and biomass was established 
by RSM using the results of Plackett-Burman Design test. Regression effect of model 
was significant, it can predict the optimal conditions of the liquid fermentation. The 
optimal conditions are defined as follows: 100 mL in the container 250 mL, potato 
246.47 g/L, glucose 27.81 g/L, CH3COONa 1.95 g/L, concentration of fungus 107 
cfu/ml, temperature 25 ℃, yeast extract 1.0 g/L, speed 150 rpm, fermentation for 4 d.    

The applications of RSM are gradually widespread at home and abroad, RSM has 
been extensively applied in the optimization of medium composition, fermentation 
conditions and food manufacturing processes. It was reported that sulphuric acid-
treated sugar cane bagasse hydrolysate can be efficiently used for the cell growth and 
lipid accumulation of T. fermentans, and it represented a 32.8% improvement in the 
lipid concentration and a 21.4% increase in the lipid coefficient by RSM[17]. The 
production of α-amylase by Aspergillus oryzae had about 20% increase by RSM for 
optimizing process parameters[21]. RSM applied in liquid fermentation conditions of 
endophytic fungus BS002, reduced the workload, and also obtained a better result. A 
certain foundation to go for separation and purification of the active substance and 
structure identification is laid. 
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Abstract. In this article, the quantity of grapes sold in one fruit shop of an 
interlocking fruit supermarket is forecasted by the method of support vector 
machine (SVM) based on deficient data. Since SVMs have a lot advantages such 
as great generalization performance and guarantying global minimum for given 
training data, it is believed that support vector regression will perform well for 
forecasting sales of grapes. In order to improve forecasting precision (FP), this 
article quantifies the factors affecting the sales forecast of grapes such as weather 
and weekend or weekday, results are suitable for real situations. In this article, we 
apply ε -SVR and LS-SVR to forecast sales of three varieties of grapes. 
Moreover, the artificial neural network (ANN) and decision tree (DT) are used as 
contrast and numerical experiments show that forecasting systems with SVMs is 
better than ANN and DT to forecast the daily sales of grapes overall.  

Keywords: support vector machine, artificial neural networks, grape sale 
forecasting, ε -SVR, LS-SVR. 

1 Introduction 

Grapes are special fruits that usually become ripe in summer, i.e., from July to 
September, and are very popular among fruit customers. Because people are more and 
more recognizing the nutritional value of grapes, the sales of grapes have also 
dramatically increased during summer. Unlike the large consumption of grape 
products in Europe and America, Chinese consumers prefer table grapes.  However, 
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grapes are difficult to store because they are perishable. For grape retailers，there are 

two causes for the loss of grapes: loss caused by storage because of a lack of 
refrigeration equipment and loss caused by customers who pick and excise grapes 
according to their preferences. Therefore it is very important for grape retailers to 
make the right decision in ordering because an insufficient quantity of grapes will not 
meet the customer demand and the shop owner will obtain less profit. On the other 
hand, too many grapes may result in a lack of freshness, thereby allowing the grapes 
be sold at discounted price, bringing a loss profit for retailers. As such, decision 
makers need an accurate method that is based on mathematics rather than on their 
experience, to determine the appropriate order quantity of grapes.  

Sales forecasting is one of the major tasks in business administration. Precise 
forecasting of demands can not only decrease inventory costs but also improve the 
quality of customer service and gain competitive advantages. Recently, some 
techniques have been implemented to develop some models of forecasting demand for 
agricultural products with the aim of controlling inventory costs. However, for some 
fruits, especially grapes, the various factors involved (e.g. climate changes, holidays, 
and unfixed preference of consumers) are so complicated and changeable that forecast 
errors significantly influence inventory costs and profits (Roy and Samanta 2011). In 
this paper, a new algorithm with higher accuracy based on SVM is developed to 
forecast the demand for grapes, a method which has rarely been applied in such a field 
before. Because SVMs have greater generalization performance and can guarantee 
global minima for given training data, it is believed that support vector regression will 
perform well in forecasting grapes sales. 

The rest of this article is organized as follows. The sales forecasting methods review 
is given in detail in Section 2, and models of SVM are presented in Section 3. Then the 
forecasting system framework based on the SVM is explored in Section 4. In Section 5, 
the proposed model is presented, and numerical examples are used to investigate the 
forecasting performance of the model. The conclusion, contributions of this article, 
limitations of the research, and some future research directions are provided in Section 6. 

2 Selection of Forecasting Method 

During the last few decades, many sales forecasting models such as time series, 
regression analysis, decision tree，ANN and SVM have been developed in the field of 
perishable product. However not all these methods are suitable for grapes sales 
forecasting. Next, we will briefly introduce the traditional forecasting models and the 
SVM sales forecasting model. 

2.1 Traditional Method for Forecasting 

The traditional methods for forecasting models are mostly based on statistic methods. 
These methods range from the moving average and exponential smoothing to linear and 
nonlinear regression. Nonetheless all these models have deficiencies and cannot solve 
the problem of this article. ARMA model of time series is a method that uses the law of 
variation of the past variable to forecast future variation of the variable; however, this 
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method cannot reflect what factors affect the quantity of sale. The regression analysis 
method is used to reflect the relationship between the quantity of sale and one or more 
independent variables, but this method is always based on a large number of data to 
solve the problem. As such it is not feasible to adopt regression analysis to forecast 
daily sales of grapes. Recently, ANN has received much attention in solving the 
problem of demand forecasting because of its competent performance in forecasting 
and pattern recognition. Many studies have attempted to apply the ANN model to time 
series forecasting. However, ANN models adopt the steepest descent algorithm to find 
optimal solutions, but they are unable to make sure that the error function of the neural 
networks converges to a global optimal solution. Moreover, a critical issue concerning 
neural networks is the over-fitting problem. 

2.2 SVM for Forecasting 

The SVM has recently been proposed as a new kind of learning network based on the 
statistical learning theories: the Huber robust regression theory and the Wolfe dual 
programming theory. SVM achieve good performances in terms of higher accuracy, 
better generalization and the global optimal solution (S.R.Gunn 1998; Vapnik 2000; 
Doumpos 2004). Originally, SVMs were developed for pattern recognition and 
classification problems(Cortes and Vapnik，1995). Tang Hao (2007) used SVM in 
mechanical failure diagnosis and proposed the combination of principal component 
analysis (PCA) and SVM to improve the diagnosis rate dramatically. Wu Jiang (2007) 
applied SVM in computer-aided detection of cancer diseases and provided a reference 
of diagnosing cancer. In recent years, SVM has been used in regression problems, 
which making forecasting by SVM possible. Many scholars use SVM to forecast in 
various subjects. For example, Wu Qi (2008) forecasted the car sales by SVM based on 
the Gaussian loss function. Du Xiaofang (2011) used SVM, combined with fuzzy 
theory, to forecast the demand of perishable farm products. 

Therefore, SVM is indeed an effective forecasting method as it needs only a small 
amount of data to forecast sales. This method applies particularly to the sales 
forecasting of grape, which lacks historical data. At present, there is no such research 
that applies the SVM method in forecasting the sales of grapes, thus we use SVMs to 
forecast the sales of grape in this paper. 

3 SVMs Forecasting Model 

It is well known that SVMs were developed by Cortes & Vapnik (1995) for binary 
classification and that they can also be applied in regression problems by introducing 
an alternative loss function. One character of SVMs is it is an algorithm that can only 
deal with linear problem. When the system is non-linear, the input vector x , is mapped 
into a high-dimensional feature space z , via a non-linear mapping, and then conducting 
linear regression in this space. The inner product of this mapping is called kernel 
function. In this article, the kernel function used is Radial basis function (RBF):           
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The standard support vector regression model given by following equation: 

( ) ( )( )y f x w x bφ= = ⋅ +                            (3.1) 

where ( )xφ  is in the high-dimensional feature space, which is non-linearly mapped 

from the input space x . The coefficients w  and b  are estimated by minimizing risk 

function ( )R C : 
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where constant 0C >  is penalty factor and ( ),i iL d yε is loss function. 

3.1 ε -SVR Model 

In regression, the quality of estimation is measured by the loss function. There are four 
possible loss functions that can be used: quadratic loss function, Laplacian loss 
function, Huber’s loss function and ε −insensitive loss function. The ε -SVM model 
selects ε −insensitive loss function as its error measurement.  
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Based on ε -insensitive loss function, the decision function of ε -SVR model 
(S.R.Gunn, 1988) is  
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 Where ( ),i jK x x  is RBF kernel function.

 

3.2 LS-SVR Model 

The LS-SVR model selects quadratic loss function as its loss function. The formula of 

quadratic loss function is: 2

1

( , ) ( )
n

q i i i i
i

L d y d y
=

= − .  

Combine the above loss function and RBF kernel function with the equation (3.1), 
we get the LS-SVR decision function (S.R.Gunn, 1988):  
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= − −  and ( ),i jK x x  is RBF kernel function. 

4 Forecasting System Based on SVM 

4.1 Selection of SVM Toolbox 

For the moment, there are some toolboxes we can utilize such as LS-SVM toolbox and 
LIBSVM toolbox of MATLAB. Firstly, LIBSVM is a library for Support Vector 
Machines (SVMs) and developed by Chih-Jen Lin. This package has been actively 
developed by researchers since the year 2000 to help users to apply SVM easily. Also 
there has an easier edition at present for the user who does not know anything about 
SVM. This edition makes everything automatic--from data scaling to parameter 
selection (Chih-Chung Chang, 2011). Those are the reasons why we select LIBSVM 
tool in this paper. Secondly, The LS-SVM toolbox is mainly used with the commercial 
Matlab package. The Matlab toolbox is compiled and tested for different computer 
architectures including Linux and Windows. LS-SVM lab’s interface for Matlab 
consists of a basic version for beginners (K. Pelckmans,2003).  

4.2 Forecasting Framework 

The forecasting system framework is showed in the figure 1. At first, we need deal 
with data in two ways: One is data normalization processing (in order to avoid data 
overflow) including smooth the historical sale data (in order to eliminate singular 
values and noise). Another is to process dynamic information, such as weather data, 
week data, etc., which is corresponding to the historical sale data, as mentioned in 
Section 5.2. After that the set of date will separate into two parts, one is called 
training set and the other one is called testing set.  

Subsequently, the training set inputted to SVM model is trained and learnt for 
adjusting the parameters to the optimal values. The future request is forecasted by the 
system after the machine completes learning. In addition, we obtain the best 
parameters C  (penalty factor) and γ  (a parameter of kernel function) by grid-search 

on C  and γ  with cross-validation.  At last, forecasting is performed and the values  

 

 

Fig. 1. Framework of forecasting 
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are obtained after test set is inputted to the trained SVM model. All these process will 
be done by the SVM toolboxes. What must be mentioned is we perform single-point 
forecast every time, in other word, there is only one value output in every iteration 
process. When the sale of a certain day is forecasted, we will put the real value of that 
day into the training set to renew the history data. 

5 The Sale Forecasting of Grape 

5.1 About Data 

The data we used is obtained from a fruit supermarket called “Fu Man Jia”. The data 
cover the time from the beginning of July 2011 up to the end of September in year 
2012 since grape ripe on the large scale during this period. There are three kinds of 
grape sold in this market and they are XiaoMiFeng, JuFeng and MeiGuiXiang. We 
use all of them to test the efficiency of SVM forecasting model in this paper. The data 
of weather is collected from Website. 

5.2 Index of Variables 

Forecasting for sale of grape is a complicated procedure that involves multiply 

variables, and could be treated as regression function ( ) ( )( )y f x w x bφ= = ⋅ + . The 

output value of the regression function is sale quantity y , and the input 

variable x contain many relevant factors, which control the sale, such as historical 
sales, weather information, holidays information, etc. The objective of this model is to 
find a mapping that has a high generalization performance from factors x to sale 
quantity y . According to historical sales, weather data, holiday’s data, etc., we form 8 

styles of training samples. Input variable of grape sale forecasting model are shown 
as: 

    ( )1 7 1 1 1, , , , , , ,d d d d d d d dX S S W W P P T T− − − − −=  

where 

1dS −     Sales quantity at the day before the forecasting day 

7dS −     Sales quantity at the day 7 days before the forecasting day 

dW      Type of date at the forecasting day (workday or weekend) 

1dW −     Type of date at the day before forecasting day (workday or weekend) 

dP       Sale price of grape at the forecasting day 

1dP −     Sale price of grape at the day before forecasting day 

dT       The weather condition of the forecasting day 

1dT −      The weather condition of the day before forecasting day 

Since the data’s type of weather condition and holiday are not numerical value, we 
quantify them as follow: 
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(1) Quantified value of weather condition 

Table 1. Quantified value of weather condition 

Weather  value 

sunny 1 

cloudy 0.9 

overcast 0.8 

Light rain 0.7 

moderate rain 0.5 

Showery rain 0.4 

downpour 0.2 

 
  (2) Quantified value of type of working day date 

       
0 , , , ,

1 ,d

monday tuesday wednesay thursday friday
W

saturday sunday


= 


 

5.3 Criteria of Forecasting System 

In order to verify the validity of the prediction performance of SVM method, we use 
the day absolute error as statistical metrics as we only forecast one day’s sale every 
time. Definition of criteria is illustrated in the following expression: 

( ) ( )
DAE= 100%

( )
id i f x

d i

−
×        

Where ( )d i  and ( )if x  represent actual sales and the forecasting values 

respectively. 

5.4 The Result of Forecasting and Analysis 

The result is showed in the following figures and tables. The curves of figure 2, 3 and 
4 show the comparison among real data, ε-SVR forecasting value, LS-SVR 
forecasting value and ANN and DT forecasting values. It is revealed from those 
figures that SVRs forecasting value are closer to real data than ANN and DT 
forecasting values. From table 2, 3 and 4, we find that the SVRs have smaller average 
relative error and maximum relative error. Even though we find the decision tree 
performs faster than other methods, that’s not a decisive advantage with respect to 
forecasting grapes sale, since we just have small amount of data. As a conclusion, the 
forecasting systems of SVRs, though does not that satisfy the sale quantity, 
outperform the ANN and DT method. 
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All the points that have relative large forecasting error fall into following two 
categories. One is forecasting value is greater than the sale quantity. In this case, we 
found that there is no stock of grapes in the store at most of those situations, i.e., the 
demand quantity is greater than sale quantity. Therefore, with our method, we can not 
only satisfy the customer demand, but also increase profit of the store owner at those 
points. Another case is forecasting value is less than sale quantity. There are some special 
activities that need large amount of grapes may happen at those point. In this case, the 
customers always place order at least one day advance, our method will not bring loss to 
the store owner at some points. What is more, those situations rarely happen. Overall, the 
SVM methods we used are great ways to help store owner to gain higher profit. 
 

 

Fig. 2. The result of sale forecasting for XiaoMiFeng 

Table 2. Comparison of real data and forecasting result for XiaoMiFeng 

method  Average relative error Maximum relative error Time spent(s)  

ε-SVR  0.2124  0.5395  50.32  

LS-SVR  0.2229  0.5632  185.81  

ANN  

              DR  

0.2890  

0.2508  

0.7440  

1.2559  

61.12  

5.02  

 

 

Fig. 3. The result of sale forecasting for JuFeng 
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Table 3. Comparison of real data and forecasting result for JuFeng 

Method  Average relative error Maximum relative error Time spent(s)  

ε-SVR 0.1407  0.4495  64.38  

LS-SVR  0.1528  0.5938  238.27  

ANN  

        DR  

0.1896  

0.1467  

0.6223  

0.6064  

70.30  

6.57  

 

 

Fig. 4. The result of sale forecasting for Meiguixiang 

Table 4. Comparison of real data and forecasting result for Meiguixiang 

Method Average relative error Maximum relative error      Time spent（s)  

ε-SVR   0.1926     0.6777     48.16  

LS-SVR 0.1845  0.5957  196.05  

ANN 0.2163  0.9715  50.34  

DR 0.1725 0.7113 6.13 

6 Conclusions  

Forecasting is the foundation of fruit supermarket to make order plan and inventory 
control, while grapes sale has its own characteristics such as multi-dimension, small 
sample and nonlinearity. It is difficult for the decision maker to forecast the sale 
accurately by their experience. In this article, the ε -SVR and LS-SVR are used to 
forecast daily grapes sale, and the result is acceptable. Thus we provide an advanced 
intelligent forecasting technique for decision maker. 
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This article also has significant contribution in applications. For example, the 
forecasting technique we created can be applied in the management of fruit market 
more successfully. By applying this technique, the correct quantity of fruits with right 
quality in the appropriate time will be obtained and the shortages or over-stocking will 
be avoided properly.  

However, there still have some limitations in our model. For example, we do not 
take into account the substituting fruit of the grape that may affects the grapes sale. 
Further study will focus on improving the algorithm accuracy while more practical 
factors are involved, so that more realistic sale forecasting result can be obtained in the 
future. 

References 

1. Smola, A.: Regression estimation with support vector learning machines. Master’s thesis, 
Technische University at Munchen (1996) 

2. Chakraborty, K., Mehrotra, K., Mohan, C.: Forecasting the behavior of multivariate time 
series using neural networks. Neural Networks 5(6), 961–970 (1992) 

3. Chang, C.-C., Lin, C.-J.: LIBSVM: A library for support vector machines. ACM 
Transactions on Intelligent Systems and Technology 2, 27:1–27:27 (2011), 
http://www.csie.ntu.edu.tw/~cjlin/libsvm 

4. Cortes, C., Vapnik, V.: Support vector networks. Machine Learning 20, 273–297 (1995) 
5. Doumpos, M.: An Experimental Comparison of Some Efficient Approaches for Training 

Support Vector Machines. Operational Research 4(1), 45–56 (2004) 
6. Tang, H., Qu, L.: Fault diagnosis of engine based on support vector machine. Journal of 

Xi’an Jiaotong University 9, 1124–1126 (2007) (in Chinese) 
7. Wu, J., Dong, T.: SVM applied to modeling of cancer date. Science Technology and 

Engineering 20(7), 5363–5365 (2007) 
8. Pelckmans, K., Suykens, J.A.K.: LS-SVMlab Toolbox User’s Guide. Katholieke 

Universiteit Leuven. ESAT-SCD-SISTA Technical Report, 02-145 (2003) 
9. Wu, Q., Yan, H.-S., Yang, H.-B.: A Forecasting Model Based Support Vector Machine and 

Particle Swarm Optimization. Power Electronics and Intelligent Transportation System 
(2008) 

10. Roy, A., Samanta, G.P.: Inventory Model with Two Rates of Production for Deteriorating 
Items with Permissible Delay in Payment. International Journal of Systems Science 42, 
1375–1386 (2011) 

11. Gunn, S.R.: Support Vector Machines for Classification and Regression. ISIS Technical 
Report, University of Southampton, Department of Electronics and Computer Science 
(1998) 

12. Vapnik, V.N.: The Nature of Statistical Learning Theory, 2nd edn. Springer, New York 
(2000) 

13. Du, X.F., Leung, S.C.H.: Demand forecasting of perishable farm products using support 
vector machine. International Journal of Systems Science, 1–12 (2011) 

14. Xu, X.-H., Zhang, H.: Forecasting Demand of Short Life Cycle Products by SVM. In: 
International Conference on Management Science & Engineering, vol. 9, pp. 10–12 (2008) 



www.manaraa.com

D. Li and Y. Chen (Eds.): CCTA 2013, Part II, IFIP AICT 420, pp. 361–369, 2014. 
© IFIP International Federation for Information Processing 2014  

Research on Text Mining Based on Domain Ontology 

Jiang Li-hua1,2 , Xie Neng-fu1,2 , and Zhang Hong-bin3,*  

1 Agricultural Information Institute of Chinese Academy of Agricultural Sciences,  
Beijing, 100081 

2 Key Lab of Agricultural Information Service Technology of Ministry of Agriculture,  
Beijing, 100081 

3 Institute of Agriculture Resources and Regional Planning of Chinese Academy  
of Agricultural Sciences, Beijing, 100081 

Abstract. This paper improves the traditional text mining technology which 
cannot understand the text semantics. The author discusses the text mining 
methods based on ontology and puts forward text mining model based on domain 
ontology. Ontology structure is built firstly and the “concept-concept” similarity 
matrix is introduced, then a conception vector space model based on domain 
ontology is used to take the place of traditional vector space model to represent 
the documents in order to realize text mining. Finally, the author does a case and 
draws some conclusions. 

Keywords: Ontology, text mining, domain ontology, vector space model. 

1 Introduction 

Natural language is the main communication and expression thought tool in today’s 
economic society. Although it has been studied for a long time, the understanding and 
using ability is still limited. The data mining technology based on statistics had matured 
and applied successfully in large scale relational database in the early nineteenth 
century. Naturally scholars had the idea of applying the technology of data mining to 
analyze the text block described by natural language and called it text mining or 
knowledge discovery in text. Different from the traditional natural language 
processing’s focusing on understanding the words and sentences, the main goal of text 
mining is to find out the unknown and valuable knowledge or their relationship in large 
scale text sets. However, I found that most text mining lack of semantic considerations 
in application, only analyze grammatically, but not the content, so the results are 
always barely satisfied. 
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2 Text Mining Based on Ontology 

Text mining, or knowledge discovery in text database, is the process of finding 
unknown, useful and understandable knowledge in large scale text database. The 
objects of text mining are semi-structured or unstructured. And they always contains 
multi-layer ambiguity, so a lot of difficulties of text mining are caused.  

The traditional text mining method based on vector space model converts the text to 
word frequency vectors. The major defect of this method is neglecting the importance 
of semantic role leading to text mining results are unsatisfied. Therefore, semantic 
analysis and processing technology should be combine with text mining technology in 
order to develop more effective mining method to realize deep semantic level mining. 
Appling ontology to text mining provides theoretical support and a feasible approach 
to solve above problems. 

At present, the representative semantic dictionaries applied common ontology are 
English WordNet and Chinese HowNet. There are many text mining methods based on 
WordNet and HowNet. But the text mining methods based on common ontology can 
not get a very good effect in partial field. Therefore a lot of research in recent years 
began to carry out the research of text Mining based on domain ontology. Bloehdom 
etc. put forward OnTology Based Text mining frame wOrk; The bag of words 
representation used for these clustering methods is often unsatisfactory as it ignores 
relationships between important terms that do not cooccur literally. In order to deal 
with the problem, Hotho etc. integrate core ontologies as background knowledge into 
the process of clustering text documents. Song etc. suggests an automated method for 
document classification using an ontology, which represses terminology information 
and vocabulary contained in Web documents by way of a hierarchical structure. 

In our country, Knowledge Engineering Research Laboratory of computer science 
department in Tsinghua University has developed ontology data mining test platform 
based on semantic Web. And also there are some researchers who discussed 
applications of semantic processing technology in text mining. Xuling Zheng 
etc.proposed a corpus based method to automatically acquire semantic collocation rules 
from a Chinese phrase corpus, which was annotated with semantic knowledge 
according to HowNet（Zheng Xuling etc.，2007）. By establishing domain ontology 
as the way of knowledge organization, Guobing Zhou etc. introduced a novel 
information search model based on domain ontology in semantic context（Zou Guobing 
etc., 2009）. An Intelligent search method based on domain ontology for the global web 
information was proposed to solve the problem of low efficiency typical in traditional 
search engineers based on word matched technology by Hengmin Zhu（Zhu Hengmin 
etc., 2010）. In order to improve the depth and accuracy of text mining, a semantic text 
mining model based on domain ontology was proposed by Yufeng zhang etc.. And in 
this model, semantic role labeling was applied to semantic analysis so that the semantic 
relations can be extracted accurately (Zhang Yufeng etc., 2011). 

Taken together, the research of semantic text mining based on domain ontology is 
still in research theory spread stage, but relative actively in foreign countries. But there 
is few whole text mining based on domain ontology solutions. And the research scope 
is only in foundation of shallow knowledge such as classification and clustering of text 
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(Bingham,2001; Montes-y-Gómez, 2001)but rarely in rich useful deep semantic 
knowledge such as semantic association foundation(Zelikovitz,2004) 、 topic 
tracking(Aurora, 2007) and trend analysis (Pui Cheong Fung, 2003)and so on. 

3 Research on Key Technology of Text Mining Based on 
Domain Ontology  

As an expert to guide the entire mining process, ontology is used to pre-process the text 
structure to realize semantic mining and improve mining effect. 

3.1 Knowledge Representation Based on Domain Ontology 

At present, most of the ontology system basic structure is similiar which are entity, 
conception, attribute and relation. Namely, the features and corresponding parameters 
of entities and conceptions are studied by certain rules. At the same time, the 
relationship of entity and cpnception is described. Agriculture ontology is choosen as 
the subject and domain knowledge organization in this paper. It can not only deal with 
the inner basic relation in agriculture subjection, but also more formal specific 
relationship. Formalized agriculture ontology is defined: 
 
Agri_Onto=(Onto_Info,Agri_Concept, AgriCon_Relation, Axion) 
 
Onto_Info is the basic information of ontology including name, creator, design time, 
midified time, aim, souce and so on; Agri_Concept is the set of agriculture knowledge 
conception; AgriCon_Relation is relationship set of conceptions including hierarchical 
relationship and non hierarchical relationship; Axion includes axiomatic set in 
ontology.      

3.2 Conception Semantic Correlation 

In domain ontology, there are words to present class and conception. And the words are 
not only serve as the bridge for class and conception, but also basic element. The 
relationship in ontology depend the words to connect with each other, so word set is the 
key of building agriculture ontology. In this paper, the class words and conception 
words in agriculture ontology are isolated to make up conception word set. T  is 
conception sum in ontology. Matrix is used to construct conception correlation. 
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In matrix, ),( 1 TCCR is semantic correlation of 1C and TC . With respect to ontology 

conception correlation calculation, there are a lot of scholars to study the method. It is 
stated that there are always two methods: Information capacity and Conceptual 
distance. Conception semantic correlation method is adopted in this paper. Described 
as follows: 

If conception iC and jC are synonymous relationship, the correlation of iC and 

jC is 1 and ( ) 1C,CR ji = ; semantic correlation of no synonymous conceptions 

iC and jC is calculated by the following formula: 

                                                           

 

Formula⑵ 

Therein, ( )iCd and ( )jCd are their corresponding levels in the binary tree;  

( )ji C,CDist  is the weight of all weighted edges in the shortest route from iC to 

jC ;    

; ( )ji C,CCE is the sun of edges in the shortest route from iC to jC ; Dep is max 

depth of ontology tree;  α  is a controllable parameter, generally more than o or o. On 

this basis, semantic correlation matrix R can be built to represent all conceptions in 
agriculture ontology. 

3.3 Calculation Documents Similarity 

The key of automatic document clustering is to calculate similarity of documents. The 
most widely used method is cosine measure. Compare two documents 
                                          and 

                        

 

Included angle cosine is used to present the level of similarity of documents:  
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Therein, imt  is conception feature word; imw is corresponding weight; 

( )jnim ttSim , is semantic similarity of conception feature words, which can be got 

from formula (1). 

4 Text Mining System Design Based on Domain Ontology  

Combined with text mining and domain ontology, the text mining model based on 
domain ontology is put forward. The basic processing route is that: at first, "Conception 
- conception" correlation matrix of ontology is built. And the documents in which 
feature words are extracted are represented to space vector model based on conception. 
Then similarity between documents are calculated according to "Conception - 
conception" correlation matrix. At last, clustering analysis method is used to mine the 
deep knowledge. 

4.1 System Frame 

The text mining system frame mades up of six modules: text mining pretreatment, text 
feature extraction, text mining, ontology management, ontology reasoning, evaluation 
and output the modes. 
 

 

Fig. 1. System Structure 

4.2 Structural Design 

4.2.1   Text Data Pretreatment 
The data source of text mining is unstructured text collections. They can are web pages, 
text documents, text files, word and excel documents, pdf files, E-mails and various 
forms of electronic documents. After the data resource acquired, they should be 
pre-treated. The process includes: data cleaning, such as denoising and incline 
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deduplication; data selection: appropriate and related to field text data are selected; text 
segmentation: conception set in ontology is regarded as references to realize 
professional  vocabulary segmentation. 

4.2.2   Text Feature Extraction 
After data pretreatment, the text feature words must be extracted from the “clean” data. 
The process includes: ⑴ feature representation: The VSM is adopted to represent the 
documents. In the VSM, every document is presented to the following feature vector: 

( ) ( ) ( ) ( ) ( )( )dw,t;...;dw,t;...;dw,t;dw,tDv nnii2211=  

Thereinto, it is key words; ( )dw i is the weight of it  in document d. ( )dw i  is 

often defined as the function of ( )dtfi  that is the occurrence frequency of it in 

documentd, namely ( ) ( )( )dtfdw ii ψ= . The frequently-used ψ is the function 

TF-IDF: 
 

 

Thereinto, N is the sum of documents. in  is the sum documents of it . 

⑵Feature extraction: the disable word list and threshold dλ  are used to delete the 

unimportant words to reduce dimensions of document space. According to the function 

of TF-IDF to calculate the weight of key word it . If the weight is more than dλ set in 

advance, the key words are reserved, or deleted. Obviously, a much larger threshold 
will filter too many words. And the left words can not represent the document content 
well. Instead, a much lower threshold will affect feature selection too little. Through 

analysis of a large number of experimental data. when 3.0=dλ , a much better filter 

effect will come into being.  

4.2.3   Text Mining 
Clustering analysis algorithm for mining is used and the aim is to divide  
the objects set into multiple Classes made up of similar objects. Firstly,  
every document is represented to feature vector based on key words 

( ) ( ) ( ) ( ) ( )( )dw,t;...;dw,t;...;dw,t;dw,tDv nnii2211= . Then match it with domain 

ontology conceptions, if so it is taken place by domain ontology conceptions. 

Otherwise, it is regarded as unknown word. After matching, the key words are taken 

place by domain ontology conceptions in order that text document is represented to 
conception set. Then clustering analysis is used to cluster large amount of documents to 
few meaning cluster quickly so that the hidden knowledge or mode is acquired. 

( )
i

i n

N
dtf lg*=ψ
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4.2.4   Ontology Management 
Ontology management is the key of the text mining model and provides semantic 
support for model. The main work of ontology management is building, storing, 
maintaining and optimizing the domain ontology. It provides a platform for users easy 
to build and maintain ontology database conveniently; to manage the ontology database 
in order to build, add, delete and modify the classes, relations and constraint rules in 
ontology; to find new conceptions or cases to extend ontology structure on the basis of 
text mining clustering algorithm. 

4.2.5   Ontology Reasoning 
The function of ontology reasoning is semantic reasoning clustering results and 
deleting redundant or useless cluster by domain ontology as background knowledge or 
priori knowledge. It can refine and generalize related knowledge to enhance 
effectiveness and feasibility of clustering results. 

4.2.6   Evaluation and Output 
The knowledge acquired from text mining may be inconsistent non-intuitive and not 
easy to understand. It is necessary to post process text knowledge. The main two 
indexes often used to evaluate text clustering effect are recall rate and accuracy rate to 
reflect completeness and correctness. The evaluation method which combined the two 
indexes is F measure. 
 

 

 

 

 

 

 

Therein, ijn is the sum of class i in cluster j ; in is the sum of documents of class i ; 

jn  is the sum of documents in cluster j ; n is the sum of documents. 

4.3 Application Analysis 

In order to verify the effectiveness of the system, 400 documents are selected from 
agricultural encyclopedia column of Chinese Agriculture Academy Science website as 
research objects which are 100 documents of farming, 100 documents of aquaculture, 
100 documents of plant protection and 100 documents of veterinary medicine. After the 
400 documents are pretreated, K-means based on space vector model and conception 
space vector model are used to realize cluster analysis. Clustering results are compared 
with accuracy, Recall and F measurement. The results are shown in the following table.  
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Table 1. Clustering results comparison 

Arithmetic Accuracy Rate Recall Rate F Measure 

K-means Based on 

VSM 
70.1 85.3 59.4 

K-means Based on 

CVSM 
84.2 93.8 89.9 

 
As can be seen from the experimental results, space vector model based on domain 

ontology in which conceptions in domain ontology are instead of feature words so that 
correlation of feature words are reduced and dimensions of document vectors are 
decreased making better clustering results in accuracy, recall, F measure than K-means 
based on space vector model. 

5 Conclusion 

With the development of information technology and network resource, a flood of 
information is produced. To analyze the text content and potential valuable knowledge, 
this paper put forward text mining model based on domain ontology and introduced 
“conception-conception” correlation matrix and used space vector model based on 
domain ontology instead of space vector model to represent document and clustering 
algorithm to discovery knowledge.  
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Abstract. Spatial data gridding is one of the effective methods to solve the 
multi-source data fusion. In view of the current problems in the process of 
comprehensive analysis between the cultivated land quality data and other 
multi-source data, This paper, by adopting the method of the Rule of Maximum 
Area (RMA), converted the cultivated land quality data to the grid scale and 
analyzed the accuracy loss in the process of cultivated land quality data gridding 
in 6 grid scales (10M × 10M, 5M × 5M, 3M × 3M, 2M × 2M, 1M × 1M, 30S × 
30S). Some conclusions have been reached. (1)The use of gridding methods will 
have assigned any analysis units to the specified data grid scales, and it provides 
a basis for spatial data integration, comprehensive analysis and spatial models 
construction;(2) Grid scale accuracy is higher, the original figure segmentation of 
cultivated land quality data is more serious, and grid results is more accurate, but 
grid computing time is increased step by step;(3) Through the study of the 
multistage of cultivated land quality data grid, the smaller the grid scale, the 
smaller the loss area of cultivated land quality, such as 10M × 10M gridding 
results lead to the most loss area, and Each grade area loss curve has a certain 
regularity;(4)From accuracy and computational efficiency, the most appropriate 
grid scale choice is 1M × 1M grid of 1:10000 cultivated land quality data of 
Daxing for the gridding processing. 

Keywords: cultivated land, quality grade, gridding, accuracy analysis. 

1 Introduction 

Cultivated land quality grading results, namely agricultural land classification results, 
is under the unified national standard farming system, and are based on solar and 
temperature potential productivty of appointment crop.There includes cultivated land 
natural quality grade, utilization quality grade and economic quality composite 
grade.Cultivated land natural quality is assessed by the natural conditions of grading 
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units to calculate the theoretical yield of crop; and on the basis of cultivated land natural 
quality, there are assessed to get the grades of cultivated land utilization quality and the 
economic quality through the correcting step by step of the land use status and input 
and output level[1].The assessed results is mainly in view of the natural attribute, 
utilization, the social economic of cultivated land[2], and is quality evaluation in a 
specific time focusing on the capacity. However, the main parts of quality evaluation 
finally are the patches of cultivated land, and cannot achieve full coverage of the 
cultivated land quality assessment. In the process of practical application, the 
quantitative analysis which combined land quality data with land use data, soil data, 
environmental data, and other socioe conomic statistical data, must be the basis of 
administrative units to extract the relevant data. The work which the analytical methods 
are mostly correlation analysis is not only larger, but also is not conducive to 
developing mathematical models. 

There are often different statistical units for model construction of multi-source data. 
This does not facilitate comparison and correlation analysis of multi-source data, and 
cannot fully play value of the existing data [3]. Spatial data gridding is one of the 
effective methods to solve this problem. It can not only improve the efficiency of 
management, but also brings about dynamic rule analysis under the support of GIS 
technology. The data are including the grid of the processed data and the derived results 
data. They could be formed on the space gradient between grid data which play the 
research of spatial differentiation , and formed in a grid-based data sequence which was 
based on the different units. Simultaneously, the gridded data have many advantages to 
match and integrate with multi-source data, especially they are suitable for spatial 
model construction to implement and express [3]. It is the basis work of a graphic 
rendering, scientific computing and space model implementation. 

The study of spatial data gridding was carried out both at home and abroad. GIS data 
stored in the form of a polygon data, could also use the above method for grid 
transformation. There were different conversion methods between different data 
sources and grid data. The current gridding algorithms, most of which were regular (or 
irregular) the spatial distribution of point data. Spatial interpolation could achieve the 
conversion of point data from statistical units to the grid units. The traditional method 
was weighted average method to obtain the value of a grid point according to finding 
several nearest points in some rules spatially [4]. Interpolation methods could be used 
to deal with socio-economic data from the irregular grid to a regular grid [5]. In 
processing of meteorological data, the gridded results could better reflect the 
characteristics of the discrete data by comparing Kriging method and inverse distance 
interpolation method[6].Interpolation method of eight faceted search methods could 
ensure the accuracy of the grid interpolation for contour data[7].As well as, GIS spatial 
overlay between the layer files and the grid files could achieve data connection by the 
public fieled, and finally calculated attribute value of each grid cell using the weighted 
average method.In order to make remote sensing data can be matched with the grid 
scale data,we had to converse raster to vector data, and then used the method of grid 
processing.Of course, remote sensing data could also be obtained by resampling the 
grid cell size to match results. Moreover, Yang Cunjian and Cheng Jiehai discussed the 
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accuracy of area loss during the conversion from the various land use types with 
different grid sizes [8,9,10]. 

Currently, there are no literature data to discuss the gridding methods and precision 
analysis for cultivated land quality. This paper chooses the Daxing district as a study 
area to analyze the accuracy of area loss during the conversion from 1:10000 cultivated 
land quality data to different grid scales. 

2 Study Area and Data Sources 

Daxing district, as the study area, is located in the south of Beijing, neighboring 
Tongzhou district in the east, west of Fangshan district across the Yongding River and 
Gu’an and Bazhou in Hebei Province in the south. The longitude is from 116 ° 13' to 
116 ° 43 ', and the latitude is from 39 ° 26' to 39 ° 51'. There are 14 townships and 527 
villages with a total area of 103 595.39 hectares, accounting for 40.18% which is the 
largest. There are not much available land area for development and utilization, the 
potential of land development is very limited. 

The paper took 1:10000 cultivated land quality data in 2010 for the works, and the 
patches of  existing cultivated land where the main object of the study. The nature 
quality of cultivated land in the study area was relatively homogeneous, of which the 
indicator differences in topsoil texture, profile configuration, salinization, organic 
matter content and other natural factors were not very significant. From the field 
investigation, most of the drainage condition indicators were 1-2 levels, and the 
irrigation rate indicators were" fully satisfied". According to the statistics of 1:10 000 
cultivated land quality data in 2010 of Daxing district, cultivated land natural quality 
indexes were between 2 100 to 2 680, and the natural quality grade was from 11 to 14. 
Cultivated land utilization indexes were between 1 300 to 2 000, and the utilization 
quality grade was from 14 to 20, of which the area ratio of cultivated land of the 
maximum grade and the minimum grade was 4.9% and 6.9%. The grade distribution of 
cultivated land utilization index in Daxing district was put up a gradually decreasing 
tendency from the northeast to the southwest. 

3 Gridding Method of Cultivated Land Quality Data  

3.1 Selection of Grid Cell 

The grid data is generated in the ArcGIS9.3.The methods are as follows: 

(1) Defining the geographic coordinate system 
Xi 'an 80 coordinate is one of the current commonly used coordinate system, so 
GCS_xian_1980 is defined as the geographic coordinate system in the study. 
(2) Selecting the starting point and grid interval 
The starting point is the intersection point with the equator and 0° longitude [11,12]. 
Firstly, the basic grid of the gird division of the China is based on the fixed longitude 
and latitude interval. Then the basic grid is divided into the next grid using the fixed 
longitude and latitude interval. 
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(3) First-level gridding results of the Chinese mainland 
According to China's latitude and longitude range, the most Western longitude is 
73.66E, the most eastern longitude is 135.08E, the most northern latitude is 53.52N and 
the most southern latitude is 4.00N. The latitudes from north and south are nearly 50 °, 
and the longitudes from west and east are nearly 60 °. The gridding results are as 
follows: 

 There are divided into 64 zones (73°-136°) from the starting longitude73° 
along the longitude direction based on the longitude interval (1°); 

 There are divided into 51 zones (4°-54°) from the starting latitude 4° along 
the latitude direction based on the latitude interval (1°); 

 At this moment, the earth is divided into 64 × 51 grid cells, which constitutes 
the first-level subdivision units of the grid system, and the span of each grid 
is 1°×1°. Combined with the location of Chinese mainland, there are 
identified 1148 grids, each of which is 1°×1°grid of an area of approximately 
0.739 ×104~1. 227 ×104km2. 

(4) Determining the first-level grid of the study area 
Using spatial overlay analysis in ArcGIS, we can pick out the first-level grid of the 
study area which are based on the above gridding results. 
(5) Subdivision 
The starting point is based on the first-level grid in the study area, then start to 
subdivide in latitude and longitude. There would establish 10M×10M, 5M×5M, 
3M×3M, 2M×2M, 1M×1M, 30S×30S multi-level grids which preparing for gridding 
process and data analysis of cultivated land quality (Figure 1).  

3.2 Selection of Gridding Method 

Gridding is not the meaning of rasterization. Traditional rasterization can also be 
obtained by resampling the grid cell size to match results , and it is a process along with  
attribute information loss [13]. The reason is that the original grid exists in mixed types. 
This paper focuses on the different vector data which was gridded , and try to achieve 
the purposes of less attribute information loss. 

According to the conversion of spatial data to the grid cell, the common methods are 
including the maximum value of the area method (Rule of Maximum Area, RMA) [14], 
the central attribute value (Rule of centric cell, RCC) [15] and the simple area weighted 
method. Among them, The RMA method is most commonly used that the value of a 
grid cell is the largest type of attribute values. If there are two or more dominant types, 
there can randomly select one of them as the output of the grid cell. The process is 
shown in Figure 3. 
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10M×10M 5M×5M 3M×3M 

2M×2M 1M×1M 30S×30S 

Fig. 1. Subdivision in study area (Note: M—minute；S—second; 10M×10M—10 minute gird; 
5M×5M—5 minute gird; 3M×3M—3minute gird; 2M×2M—2 minute gird; 1M×1M—1 minute 
gird; 30S×30S—30 second gird) 

 

 

 

 

 

 

 

 

Fig. 2. Multi-source data into a regular grid 
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Fig. 3. Rule of maximum area 

3.3 Accuracy Loss Analysis  

In the research on gridding process and analysis of cultivated land quality data, firstly, 
selecting each grade area of cultivated land before the conversion as the reference data; 
then comparing the gridding data and the reference data of cultivated land quality data, 
there would achieve the patch number and area change results of cultivated land quality 
in different grid scales; finally, calculating such other area of precision loss with grid 
scale changes. Calculating formula is as follows: 
 

                                  (1) 

 | | 
                                        

Where  is the area loss of grade i, the positive value is larger than the reference 
area, the negative value is smaller than the reference area;  is the area of grade i 
after gridding; is the reference area of grade i; L is the overall area loss which is 
equal to the sum of the absolute value of area loss of each grade. 

4 Results and Analysis 

4.1 Changes of Spatial Distribution of Each Grade 

Cultivated land quality data in Daxing district is processed by the above gridding 
method. In order to compare with the results, there are given 6 gridding results map 
with different grid scales in Figure 4. 

(2) 
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From Figure 4, it can be seen that as the grid scale becomes smaller, the gridded 
results of cultivated land quality data are closer to the real data. However, there will 
increase the amount of computation. The disadvantages are as follows by comparing 
cultivated land quality raw data and the gridded data: 

(1) Cultivated land quality raw data was based on the cultivated land patches as 
analysis units, which it was not only factored on the administrative unit instability, but 
it would lose any meaning of data monitoring for cultivated land quality; 

(2) The quantitative analysis which combined land quality data with land use data, 
soil data, environmental data, and other socio-economic statistical data, must be the 
basis of administrative units to extract relevant data. The work which the analytical 
methods are mostly correlation analysis is not only larger, but also is not conducive to 
developing mathematical models. 

Above all, the gridding method presented in the paper can not only maintain the 
basic characteristics of the raw data, but also it is superior than cultivated land quality 
raw data in multi-source spatial data integration and comprehensive analysis. 

 

10M×10M 5M×5M 3M×3M 

2M×2M 1M×1M 30S×30S 

Fig. 4. Gridding results map  

4.2 Analysis of Cultivated Land Quality Data  

According to the statistics of 1:10000 cultivated land quality data in 2010 of Daxing 
district, there were 5191 patches of cultivated land. Through grid processing (10M × 
10M, 5M × 5M, 3M × 3M, 2M × 2M, 1M × 1M, 30S × 30S), the original patches were 
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divided and the grid scale cultivated land quality data information was shown in Table 
1, where the 30S×30S grid division of the original data was most serious, eventually 
reached 10120 patches. 

Table 1. Statistical analysis of cultivated land quality data based on grids 

Grid 10M_Grid 05M_Grid 03M_Grid 02M_Grid 01M_Grid 30S_Grid 

Number of 

patches 
5388 5609 5915 6313 7432 10120 

Area of the SD 439.47 155.55 65.63 32.08 10.02 3.85 

 
In addition, there were some differences of each grade sequence integrity through 

grid processing of the original data in Table 2. The 10M × 10M gridding results were in 
loss of grades 15,18,20; The 5M ×5M gridding results were in loss of grades 15.The 
other girdding results were no loss of any grades, but their area loss was different. 

Table 2. Grade sequence integrity after gridding (RMA) 

 RMA_10M RMA_5M RMA_3M RMA_2M RMA_1M RMA_30S 

14 √ √ √ √ √ √ 

15 × × √ √ √ √ 

16 √ √ √ √ √ √ 

17 √ √ √ √ √ √ 

18 × √ √ √ √ √ 

19 √ √ √ √ √ √ 

20 × √ √ √ √ √ 

4.3 Accuracy Loss Analysis of Each Grade 

Selecting tools from Arctoolbox\Data Management Tools\Generalization\Dissolve in 
ArcGIS, there can add up the cultivated land area of each grade after gridding, and 
compare with the reference data in Figure5 and Figure 6. Some conclusions have been 
reached. 

(1) The smaller the grid scale , the less area loss of cultivated land quality; 
(2) The 10M × 10M gridding results lead to the most area loss which is 280.01km2 ; 

The 30S × 30S gridding results lead to the lest area loss which is 20.63km2 ;  
(3) Area loss curve of each grade has a certain regularity, which 10M × 10M, 5M × 

5M, 3M × 3M, 2M × 2M gridding results were more area loss in the grades of 16, 
17,18,19, and less area loss in the grades of 14,15;1M × 1M, 30S × 30S gridding results 
were less area loss in all the grades. 
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Fig. 5. Area loss of each grade in different girdding scales (km2) 

 

Fig. 6. The overall area loss of of each grade in different girdding scales (km2) 

5 Conclusion and Discussion 

This paper chose Daxing district as a study area and adopted the method of the Rule of 
Maximum Area (RMA) to analyze the accuracy of area loss during the conversion from 
1:10000 cultivated land quality data to different grid scales and analyzed the accuracy 
loss in the process of cultivated land quality data gridding in 6 grid scales (10M × 10M, 
5M × 5M, 3M × 3M, 2M × 2M, 1M × 1M, 30S × 30S). The foregoing analysis could be 
drawn： 
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(1) Grid scale accuracy was higher, the original figure segmentation of cultivated 
land quality data was more serious, and grid results were more accurate, but grid 
computing time was increased step by step; 

(2) Through grid processing (10M × 10M, 5M × 5M, 3M × 3M, 2M × 2M, 1M × 1M, 
30S × 30S) and studying the multistage of cultivated land quality data grid, the smaller 
the grid scale was, the smaller the area loss of cultivated land quality was, such as the 
10M × 10M gridding results led to the most loss areas, and Each grade area loss curve 
had a certain regularity; 

(3) The 1M × 1M and 30S × 30S girdding results were no loss of any grades which 
maintaining the grade sequence integrity after gridding. The area loss of cultivated land 
quality was less, and the number of patches by the 30S × 30S grid were 26.6% less than 
1M × 1M grid. From accuracy and computational efficiency, the most appropriate grid 
scale was 1M ×1M grid of 1:10 000 cultivated land quality data of Daxing for the 
gridding processing. 

The use of gridding methods would have assigned any analysis units to the specified 
data grid scales, and it provides a basis for spatial data integration, comprehensive 
analysis and spatial models construction. They can provide relevant researchers 
valuable references for spatial data processing and analysis. In addition, there are large 
differences in different scales and different research areas, such as the choice of the grid 
cell, the choice of the gridding methods and so on. It is to be carried out in-depth 
research in the future. 
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Abstract. With the aim to simplify the electrical component structure of the 
present variable rate fertilizer applicator system, a kind of variable rate fertilizer 
applicator control system was developed. It is based on low voltage DC motor. 
The working voltage of this system is not higher than 12V DC, which can be 
supplied by the tractor’s storage battery directly. With the encoder measuring 
the motor speed, it could response the running state of the motor in real time. A 
kind of control model based on PID algorithm was built. With this model, the 
influence of load variation on the motor speed could reduce. As a result, the 
control accuracy of this system could be improved. Field experiment has been 
conducted using this system. Experiment showed that when the travel speed 
was 3.60km/h, the maximum fertilizer rate could be 850 kg / hm2. When the 
fertilizer rate was 200 ~ 600 kg/ hm2, the mean error of this system was 1.71% 
while the maximum error was 2.56%. 

Keywords: Variable rate technology(VRT), DC motor, PID control. 

1 Introduction 

Variable rate fertilizer technology is a kind of technology that variably input the 
fertilizer according to the actual need of the crops on the nutrients in the soil[1~4]. 
The benefit of improving agricultural production and ecological environment has 
been confirmed [5~7]. In order to master the core techniques in the variable rate 
fertilizer system, it is meaningful to develop our own variable rate fertilizer applicator 
system [8]. 

At present, many domestic research institutions and universities are doing research 
on the variable rate fertilizer applicator system. In ref.8 and ref.9, two kinds of 
variable rate fertilizer applicator control system based on CPLD and single-chip 
microcomputer were designed. The actuators of these systems are stepping motors 
[8~9]. In ref.10, ref.11 and ref.12, the actuators of the developed system are hydraulic 
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motors[10~12]. The working voltage of the stepping motor and motor driver is higher 
than 12V DC, and it uses alternating current (e.g.110V AC). As for the system with 
hydraulic motor, the working voltage of electro-hydraulic proportional valve is also 
higher than 12V DC [14]. The storage battery voltage of the wheel tractor is 12V DC, 
in order to meet the requirements of the present system, inverter and transformer are 
needed. Thus, the electrical component structure of the system becomes complicated 
and the volume becomes huge, which also increases the cost.  

In order to increase the system’s control accuracy and simplify the electrical 
component structure, a kind of PID control system is developed in this paper. In this 
system, the DC motor is used as the actuator and an encoder is used to measure the 
motor speed. Besides, the working voltage of this system is not higher than 12V DC. 

2 Experiments and Methods 

2.1 The Composition of the Whole System 

The composition of this system is shown in figure 1. 
 

Prescription
information

Position
identification
information

Keyboard
module

Velocity
information

Distributing
shaft

Speed

 

Fig. 1. Block diagram of the whole system 

There are two kinds of working mode in this system: automatic mode and manual 
mode. In the automatic mode, the controller gains the position identification 
information, reads the corresponding grid prescription information stored in advance 
and gains the speed information from the speed sensor. With this information, the 
controller makes fertilization decision and generates pulse or analog voltage driving 
signal. The fertilization decision is made according to the fertilization decision-
making formula, and the driving signal is transferred to the motor driver. The motor 
driver drives the DC motor to run. The encoder which is coaxially connected with the 
motor runs with the motor. At the same time, the controller gains the output 
information of the encoder and controls the motor running at a certain speed by 
applying the PID algorithm. Then the shaft of the fertilizer rotates driven by the DC 
motor through the chain. In the manual mode, the working process is the same as 
automatic mode except that the fertilizer rate information is manually inputted, not 
from the advanced stored grid prescription.  

The grid position identification information can be acquired from the GPS devices 
[8~12] or by using the positioning technology based on speed sensor [14]. The Dead 
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Reckoning (DR) positioning method based on speed sensor is used as the positioning 
method in this system.   

2.2 The Design of System Hardware 

According to the function requirements of the system, the system mainly include: the 
single-chip microcomputer as the core controller, the speed acquisition module that 
gathers speed information, the keyboard module that used for inputting information, 
the display module that used for displaying the working state information of the 
machine, the motor driving module that used for driving the DC motor, the encoder 
used for gaining feedback of motor speed and the data recording module used for 
recording the working state of the fertilizer applicator. 

2.2.1   The Selection of Motor Driver 
Motor driver receives control signal from the controller, and outputs driving current to 
drive the motor. Its performance has direct influence on the stability and accuracy of 
the system. This system selects the motor driver produced by Beijing YongGuang 
gaote micro motor Co., LTD, the product model is YG8008-8EI. The driver has two 
kinds of control methods: pulse signal (+5V DC square-wave pulse) and analog 
voltage signal (-10V DC ~+10V DC). The working voltage is between +12V 
DC~+36V DC, which can be supplied by the tractor’s storage battery directly. 

2.2.2   The Selection of Controller 
The controller has the following functions:① Generating pulse and analog driving 
signal. The signal is transferred to the motor driver to control the motor ② Receiving 
the conditioned speed sensor signal, used for computing the machinery speed and 
calculating the grid information ③  Receiving the input information from the 
keyboard module ④ Controlling the LCD display module to display the working 
state information of the machine ⑤Receiving the output of the encoder to measure 
the actual motor speed. 

In order to meet the functions described above, the controller should have fast 
processing speed and rich timer/counter resources. This system selected a kind of 1T 
single-chip microcomputer, the product model is STC12C5A60S2. It has two 
programmable counter array (PCA) modules, which can be used to extend the timer 
resources to meet requirements of the system. At the same time, it is a kind of 1T 
controller. The processing speed can meet the system’s requirement. 

2.2.3   The Selection and Configuration of DC Motor and Encoder 
The universal tillage machine 1GT-6 developed by College of Biological and 
Agricultural Engineering of Jilin University was used as the test prototype in this 
study. The rotational resistance of the shaft of the prototype was tested by using 
torque tester, the torque range is 2 N•m ~4 N•m. Considering the complexity of the 
operation environment of the agricultural machinery, taking great safety margin, the 
torque of the required motor should be more than 10 N•m. A kind of rare earth 
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permanent magnet (REPM) DC motor produced by Beijing YongGuang gaote micro 
motor Co., LTD was used in this system, the product model is 130LYX-05F. Its 
maximum torque is 11 N•m, and its maximum speed is 300 r/min. According to the 
test, when the working voltage is 12V DC, the speed can be 100 r/min. If the travel 
speed is 3.60 km/h, the fertilizer rate can reach 850 kg/hm2, which meeting the 
requirements of this study. 

The model of incremental encoder used by this system is PHB8-3600-G05L. It 
outputs 3 600 pulse per revolution and its working voltage is 5V DC. The encoder and 
the motor are coaxially connected by the encoder support. The encoder support is 
made of metal piece. As the encoder support is a bit flexible, the concentricity 
between the encoder and the DC motor can be ensured. The specific mechanism is 
shown in figure 2: 

 

 

Fig. 2. Arrangement and setting of the DC motor and the encoder 

1. Motor 2.Motor shaft 3.Encoder 4.Encoder support 5. Motor base 6. Machine beam 

2.2.4   The Generation of the Analog Driving Voltage 
The motor driver has two driving modes: pulse signal and analog voltage signal. The 
pulse driving mode is the prime selection, because the pulse signal can be generated 
by the controller directly. It is accurate and can also simplify the design of the system 
hardware. In order to guarantee the reliability of the prototype system, in this study, 
the analog driving circuit has also been designed. If something is wrong with the 
pulse driving mode, the operator can switch to analog signal driving mode quickly. 

The principle diagram that produces analog driving voltage signal is shown in 
figure 3.  

 
Fig. 3. Schematic of analog driving signal 
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The data bus D0-D7 of the D/A conversion chip DAC0832 is connected with the 
P0 port of the single-chip microcomputer. The data of D0-D7 controls the current of 
Iout1 and Iout2. F4558 is a kind of double operational amplifier chip, it converts 
Iout1 and Iout2 into the driving voltage signal. However, F4558 needs a negative 
power (-12V DC) supply. It would certainly increase the complexity of the hardware 
if voltage conversion chip is used. According to the datasheet of LCD module 
JM160128B, the 20th pin (VEE) of JM160128B can output -13.7V DC used to adjust 
the contrast of the LCD. The F4558 chip can use part of the voltage of this pin as the -
12V DC power supply. In this way, we solve the power supply problem without 
increasing the cost of the hardware. 

2.2.5   The Design of Speed Acquisition Module 
Speed is one of the most critical factors for the variable rate fertilizer applicator 
system. The Hall sensor was used as the speed sensor in the speed acquisition module. 
Magnet slices installed on wheel hub of the rear wheel of the tractor, a total of 16 
slices were used. The specific installation form is shown in figure 4. 

 

 

Fig. 4. Setting of speed sensor 

2.2.6   The Design of Human-computer Interaction Module 
In this system, grid number, fertilizer rate, travel speed, theory speed of the shaft of 
the fertilizer, and actual speed of the shaft of the fertilizer are the information needed 
to be displayed. The LCD module, whose product model is JM160128B, was used as 
the display module in this system.  

The system selected 4×4 matrix keyboard to input information. There are 10 
number buttons (0~9), 4 direction buttons (up, down, left and right), the "Confirm" 
button and the "Back" button. 

2.3 The Design of System Software 

The main function of the system software is counting the speed pulse, scanning and 
identifying the matrix keyboard, calculating pulse signal frequency used to control the 
motor, providing driving code for the LCD and recording the working state of the 
fertilizer applicator. 
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2.3.1   The Relationship between the Speed and Speed Pulse    
The speed expression of the fertilizer is 

1

3.6
C

v D
N

π= × × ×                         (1) 

v —— Travel speed, km/h 
C ——Pulse number per unit time, number/min  
N1 ——Number of magnet slice, number  
D  ——Diameter of tractor rear wheel, m, D=0.57m 

The fertilizer sowing amount of the feed is 

310
10

6
q vBQ −= ×                     (2) 

q ——Fertilizer sowing amount of every feed per minute, kg/min 
B ——Row space of the fertilizer applicator, m, B=0.65m 
Q ——Fertilizer rate per hectare, kg/hm2 

The relationship between q and distributing shaft speed n is [15] 

q kn b= +               (3) 

n ——Distributing shaft speed, r/min 
k ——Coefficient constant 
b ——Coefficient constant 

According to (2) and (3), the relationship between Q and n is  

310
n vBQ 10 /

6
b k− = × − 

 
              (4) 

2.3.2   The PID Algorithm to Control the Motor Speed 
The PID control is a widely used control method in the control system [16]. It has the 
advantages of simple structure and good stability. Parameter setting is convenient and 
robust. In order to enhance the stability of the variable rate fertilizer applicator system 
and reduce the control error, the control model was established based on the PID 
algorithm as shown in figure 5, the differential expression of the mathematical model 
[17] is  

0

( )
( ) ( ) ( )

t

p i d

de t
Vo t K e t K e t dt K

dt
= ⋅ + ⋅ + ⋅             (5) 

e (t) =VO (t)-Vi (t) 
Kp ——Proportional coefficient 
Kd ——Differential coefficient 
Ki ——Integral coefficient  
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The transfer function is 

( ) ( )
G s

( ) p d

Vo s Ki
K K s

Vi s s
= = + +                      (6) 

  
Fig. 5. Control mode of PID controller 

2.4 Flowchart of System Software 

 
Fig. 6. Flowchart of the system procedures 
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The main interface will appear once the system is turned on. In the main interface, 
the system information and welcome message is displayed in this window. Only if the 
user presses one of the keys, the system will turn to the work mode selection 
interface. Then the software turn to "automatic mode" or "manual mode" according  
to the user’s selection. The specific flowchart of the system software is shown in 
figure 6. 

3 System Calibration and Test Result Analysis 

In order to determine the constant coefficient k and b, calibration experiment should 
be carried out before the system starts to work[18]. The experiment used external 
force fertilizer, granular urea. The environment temperature is 10 ℃. First of all, 
measuring the consistency of the fertilizer at the speed of n=45 r/min, and adjusting 
the feed to meet the consistency requirement. Then measuring the displacement of 
every feed at the speed between 10 r/min and 80 r/min in turn. 

Table 1. Displacement of fertilizer feed in diffident shaft speed 

Time 

t/s 

Shaft 

speed 

n /r·min-1 

Feed 

NO.1 

m1/kg 

Feed 

NO.2 

m2/kg 

Feed 

NO.3 

m3/kg 

Feed 

NO.4 

m4/kg 

Feed 

NO.5 

m5/kg 

Feed 

NO.6 

m6/kg 

Total 

∑/kg 

Mean 

q/kg 

60 10 0.41 0.44 0.42 0.39 0.42 0.41 2.48 0.41 

60 20 0.82 0.85 0.84 0.80 0.90 0.84 5.04 0.84 

60 30 1.22 1.25 1.26 1.18 1.27 1.22 7.40 1.23 

60 40 1.48 1.50 1.49 1.46 1.52 1.48 8.94 1.49 

60 50 2.00 2.05 2.04 1.90 2.03 1.97 11.99 2.00 

60 60 2.12 2.15 2.15 2.10 2.11 2.13 12.78 2.13 

60 70 2.10 2.31 2.40 2.31 2.34 2.37 13.83 2.31 

60 80 2.76 2.75 2.80 2.75 2.81 2.74 16.68 2.78 

 

 

Fig. 7. Fitting curves between displacement of fertilizer feed and shaft speed 
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The linear fitting between q and n according to the experiment result is 

0.03235 0.1935q n= +          (5) 

Namely, k=0.03235, b=0.1935, with the equation (4), the final fertilization decision-
making formula is  

310
n 0.65vQ 10 0.1935 / 0.03235

6
− = × × − 

 
           (6) 

In order to validate the performance of the system, in the autumn of 2012, field test 
was conducted in the test field of Changchun Academy of Agricultural Sciences, as 
shown in figure 8. 

In order to test the fertilizer distributing performance of the prototype, the machine 
runs 20 meters at the speed of 3.60 km/h. The falling fertilizer was collected with 
plastic bags. In theory, the fertilizer sowing amount M is 

2 20 10000

M Q

N B
=

× ×
                         (7) 

N2 —— number of fertilizer pipe, N2=4 
M —— theory fertilizer sowing amount, kg 

Namely  

35.2 10M Q−= ×                        (8) 

Table 2. Prototype test of distributing performance 

Fertilizer   

rate  

Q/kg 

Theory sowing 

amount 

M/kg 

Actual sowing 

amount 

M′/kg 

Relative error 

μ/% 

200 1.04 1.05 0.96 

300 1.56 1.58 1.28 

400 2.08 2.05 1.44 

500 2.60 2.54 2.31 

600 3.12 3.04 2.56 

Ave   1.71 

Max   2.56 

 
The field experiment shows that the maximum fertilizer rate can be 850 kg/hm2, 

when the travel speed is 3.60km/h. When the fertilizer rate is 200~600 kg/hm2, the 
mean error of this system is 1.71%, the maximum error is 2.56%．Its stable and 
reliable performance prove that it’s a kind of feasible method for variable rate 
fertilizer applicator. 
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4 Conclusions 

(1)With large torque DC motor as the actuator of variable rate fertilizer applicator 
system, the working voltage of the whole system is not higher than 12V DC, which 
can be supplied by the tractor’s storage battery directly. The electrical component 
structure of the variable rate fertilizer applicator was greatly simplified. 

 

Fig. 8. Field experiment 

(2)With the incremental encoder being the motor speed detection device, the 
controller can monitor the motor speed in real-time. Establishing a control mode with 
the PID algorithm improves the control accuracy of the system. 

(3)Applying this system to the field operation, it works stably. The maximum 
fertilizer rate can be 850 kg/hm2 when the travel speed is 3.60km/h. When the 
fertilizer rate is 200~600 kg/hm2, the mean error of this system is 1.71%, while the 
maximum error is 2.56%. 
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Abstract. Drought is a major disaster that Beijing agricultural systems faced 
with. The risk of drought disasters is a result of drought disaster together with 
vulnerability, the result of drought disaster only appeared in post-disaster, 
before the disaster occurred, we need to make some research on drought 
vulnerability that Beijing agricultural systems faced with, we choose VAM 
(vulnerability assessment method) that consist of three drought elements: 
exposure, sensitivity and adaptive capacity, based on two kinds of analytic 
hierarchy process method to determine the weight of each factors. try to verify 
the results of agricultural drought indicator system through the spatial 
distribution map of soil moisture, as well as explore the key factors that 
influence Beijing agricultural drought vulnerability. 

Keywords: Vulnerability, Assessment, Indicator System, Analytic Hierarchy 
Process, Agricultural Drought, Soil Moisture. 

1 Introduction 

Vulnerability is context-specific and what makes one region or community vulnerable 
may be different from another community [1]. The main Vulnerability research bodies 
are diverse, such as ecosystem, the forests [2] and wetlands [3], etc. ;water resources 
system [4]; human-environment system [5], urban social living system [6], there are 
more widely agricultural system [7-11], etc.; current research also focus on vulnerability 
caused by climate change [6, 12-15]; as well as vulnerability studies on earthquake 
disasters [16], flood disasters [17-20] and caused by land use changes [21], etc.  

The risk of natural disasters is a result of natural disasters together with 
vulnerability, the level of loss risk is directly related with social vulnerability, to a 
great extent, decided by the vulnerability of hazard bearing [22]. However, there are 
certain generic determinants of vulnerability including developmental factors that are 
likely to influence the vulnerability of a particular region or community even in 
diverse socioeconomic contexts [1]. Thus, one of the key features of vulnerability is 
its dynamic nature that may change as a result of changes in the biophysical as well as 
the socioeconomic characteristics of a particular region [23]. Hence, vulnerability 
assessments should be ongoing processes in order to highlight the spatial and 
temporal scales of vulnerability of a region [24].  
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This paper focuses on agricultural drought vulnerability which means the property 
or status which is sensitive to drought and easily threatens by drought, as well as 
caused loss [25]. The impact factors of drought vulnerability are multifaceted [26], 
meanwhile，vulnerability studies combined tightly with spatial scales [27]. Some 
scholars have tried a variety of methods to evaluate the overall vulnerability of 
agricultural drought; they appropriately selected the indicators mainly based on the 
main bodies and scales in evaluation and assessment [8, 9, and 28]. Currently, 
researches focused on choosing two or three factors from the three factors——
exposure, sensitivity and adaptability to determine the indicators [10, 29, and 30]. 

The aim of this paper is to develop and apply a quantitative approach to agricultural 
drought vulnerability assessment within Beijing to identify which of the country’s 
regions and districts are most vulnerable to drought, also use a method to test the 
assessment results. To achieve this aim, the study objectives are:  

1. To establish an indicator system for the assessment of agricultural drought based on 
the three elements of drought vulnerability; 
2. To select 15 factors represent drought exposure, sensitivity and adaptive capacity, 
based on two kinds of analytic hierarchy process method to evaluate the exposure, 
adaptive capacity and sensitivity of Beijing's eleven regions and the districts within 
the most vulnerable regions; 
3. To verify the results of agricultural drought indicator system through the spatial 
distribution map of soil moisture. 
4. To explore the key factors that influence Beijing agricultural drought vulnerability. 

2 Materials and Methods 

2.1 Study Area 

Beijing is located in the longitude of 115° 20'to 117° 30' and the latitude of 39° 25'to 
41°. About 150km distance to the west of Bohai, located in the northwest edge of the 
North China Plain, the city's total area is 16410.54 km2, mountain area account for 
62%, and about 38% of the areas are plains.  

The growth period of winter wheat in Beijing start from late September to mid-
June, the rainfall of Beijing area is generally concentrated in the June to August, 
appear the phenomenon of precipitation and growth period of winter wheat water 
requirement dislocation, drought is a direct threat to stable and high yield of winter 
wheat, even has a serious impact on the socio-economic. It is urgent to carry out the 
study on Beijing drought vulnerability and reduce drought disasters. 

2.2 Research Method 

In this paper, using VAM vulnerability assessment methods [11], the three elements 
of vulnerability classified as exposure, sensitivity, and adaptive capacity. Exposure 
represent that system experience a degree of drought stress, it is related to the 
intensity, frequency and duration of the drought; sensitivity is the extent of 
agricultural system elements susceptible to the effects of drought; adaptive capacity is 
the behavior that stakeholders in the agricultural system taking to reduce the effects of 
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drought in the pre-disaster and after disaster. The results of exposure, sensitivity, and 
adaptive capacity Co-expressed as drought vulnerability. 
Using the formula [11]             

                                (1) 

By the composite indicator method, the vulnerability results can be expressed as 
various indicators and the linear plus of their corresponding weights: 

                (2) 

In the formula (1), V is drought vulnerability indicator of the evaluation unit; E is 
drought exposure indicator; S is drought sensitivity indicator; A is drought 
adaptability indicator. There are respectively multiplied by the evaluation indicator 
scores that belonging to the three elements and the corresponding weight of 
evaluation indicator. The Ii、Il、Ir are the score of evaluation indicator i, l, r; Wi、
Wl、Wr are the weight value of the evaluation indicator i、l、r. 

2.2.1   Establishment of the Evaluation Indicator System  
Starting from the three elements: exposure, sensitivity, and adaptive capacity to select 
representative sub-elements in order to refine the three elements. 

Table 1. List of drought vulnerability indicators 

Element Evaluation indicators The explain of evaluation indicators Data sources Time 

Exposure (E) 

Difference value 

between evaporation and 

rainfall/mm(+) 

Reflects the degree of crop water 

demand is satisfied 

China Meteorological Data 

Sharing Network 

2010 

Average elevation/m(+) 

Elevation is positively related to 

water abstraction difficulty during 

the drought period 

International Scientific 

Database (90 meter 

resolution data) 

Average slope/°（+） 

The slope affect soil water retention 

capacity, increasing the severe 

drought period irrigation difficulty 

The river network 

density/（km/km2）(-） 

Lack of precipitation, surface 

runoff is a major water sources of 

production and living 

Sensitivity (S) 

Forest coverage /%（-） 
Influence the climate of the area 

and the conservation of rainfall 

Regional Statistical 

Yearbook of Beijing 
2010 The irrigation index (-) 

The proportion of effective 

irrigation area in the total area of 

cultivated land 

Winter wheat planting 

ratio（+） 

The proportion of winter wheat 

acreage  in the total cultivated area
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Table 1. (continued) 

 

Proportion of agricultural 

population(+) 

The agricultural population groups 

are most sensitive to drought 

  

Facilities agricultural 

area ratio(-) 

The proportion of facilities 

agricultural area in the total 

cultivated area 

Multiple cropping 

indicator (+) 

Indicator of the degree of cultivated 

land use 

Grain yield per unit area/

（t/hm2)(-) 

The lower, the more serious the 

impact of drought decrease yields, 

the more sensitive to drought 

Adaptive 

capacity (A) 

Rural electricity 

consumption/104kwh(-) 

Reflect the level of the rural 

economy, as well as the time and 

the frequency use of agricultural 

machinery 

Regional Statistical 

Yearbook of Beijing 
2010 

Net income of rural 

residents/Yuan(-) 

Income determines the drought 

disaster recovery capabilities 

Arable land per 

capita/hm2(-) 

The performance of the population 

effect and the pressure of land  

Agricultural power in 

unit of arable land /（

w/hm2）(-) 

Manifest the level of mechanization 

of agricultural production, but also 

reflect the size of the irrigation 

mechanical power during drought 

period  

Note: The table "+" and "-" represent the various evaluation and drought vulnerability positive 
or negative correlation (partial indicators refer to Chen Ping [29] indicator system) 

2.2.2   Indicators Quantify and Weight Calculations 
Analytic Hierarchy Process (AHP) is a method of evaluation and decision-making 
which is a combination of qualitative and quantitative analysis, quantitative analysis 
of the person's qualitative subjective judgment, making variety of heterogeneous data 
integration, it is a currently widely used to determine the weight. However, using 
AHP to build a judgment matrix will be a certain degree of subjectivity because the 
experts’ judgment of the relative importance of the indicators varies different, while 
insufficient application of existing quantitative information is also an obvious 
inadequacy. Therefore, we can use two kinds of analytic hierarchy process method to 
calculate the weight of drought vulnerability indicators. Firstly, divide the evaluation 
behavior into three levels. Target layer is evaluation of vulnerabilities; criterion level 
is three drought vulnerability factors (exposure, sensitivity, adaptive capacity); lowest 
level is indicator layer which belonged to the upper evaluation indicators. Then, use 
the K-means algorithm for the discretization of each indicator data indicators, the data 
is divided into five levels. Finally, make assignments for each indicator positive 
correlation with vulnerability assigned as 2,4,6,8,10; negatively correlated with 
vulnerability assigned as 10,8,6,4,2. 

2.2.3   Test for Vulnerability Indicator System  
According to the daily moisture monitoring data from Beijing moisture sites in the 
year of 2009 to 2010, take the moisture values during the growth of winter wheat 
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from September 2009 to June 2010, use the regression kriging interpolation method to 
draw soil moisture distribution ArcGIS map, verify the accuracy of the indicator 
system through the high and low values of the moisture distribution. 

3 Results and Analysis 

Making the weight of exposure, sensitivity and adaptive capacity in the criterion level 
equal. Using two kinds of analytic hierarchy process method: 0~2 Three Demarcation 
Method and 1~9 Demarcation Method to calculate the weight of the drought 
vulnerability indicators. Vulnerability evaluation results of all districts and counties in 
Beijing are shown in Figure1~3. Using K-means algorithm to clustering exposure, 
sensitivity and adaptive capacity, the cluster centers are shown in Table 2. 

Table 2. The cluster centers of K-means algorithm 

   (0~2 Three 

Demarcation 

Method) Grade 

1 2 3 4 5 

(1～9 

Demarcation 

Method) Grade 

1 2 3 4 5 

Exposure 1.47 2.02 2.28 2.32 2.44 Exposure 1.25 1.69 1.71 2.30 2.35 

Sensitivity 1.27 1.68 1.74 2.06 2.55 Sensitivity 1.64 1.68 1.87 1.94 2.17 

Adaptive 

Capacity 
1.65 1.85 2.47 2.76 2.89 

Adaptive 

Capacity 
1.70 1.84 2.57 2.69 2.80 

 
 

 

 
   (a) 0~2 Three Demarcation Method    (b) 1～9 Demarcation Method 

Fig. 1. Evaluation results of exposure 
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   (a) 0~2 Three Demarcation Method (b) 1～9 Demarcation Method 

Fig. 2. Evaluation results of sensitivity 

 

 
    (a) 0~2 Three Demarcation Method    (b) 1～9 Demarcation Method 

Fig. 3. Evaluation results of adaptive capacity 

Beijing's topography and administrative divisions, the regression Kriging spatial 
interpolation on differences between evapotranspiration and precipitation are shown 
in Figure 4 and 5. Soil moisture site distribution of study area is shown in Figure 6, 
use the regression kriging interpolation method to deal with the moisture values 
during growth of winter wheat from September 2009 to June 2010 to draw soil 
moisture distribution ArcGIS map, shown as Figure 7, the level of vulnerability 
distribution shown in Figure 8, the distribution of soil moisture, superimposed soil 
moisture and adaptive capacity are shown in Figure 9and 10, respectively. 
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Fig. 4. Topography and administrative divisions 
of Beijing 

  Fig. 5. Regression Kriging spatial interpolation
on differences between evaporative and
precipitation 

    

Fig. 6. Soil moisture sites in the study area Fig. 7. Regression Kriging spatial 
interpolation on soil moisture 
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     (a) 0~2 Three Demarcation Method       (b) 1~9 Demarcation Method 

Fig. 8. The distribution of vulnerability grade 

 

Fig. 9. The distribution of soil moisture 
grade   

Fig. 10. The distribution of superposition 
of soil moisture and adaptive capacity 
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4 Discussions 

The drought vulnerability in study area varied from very low to extreme, mainly are 
moderate - high vulnerability. The spatial distribution of drought vulnerability (Fig.8) 
shows the vulnerability of the study area can be roughly considered that the mountain 
larger than the plains. 

1) The northern and western mountains in Beijing are mainly high - extreme 
vulnerability. Yanqing shows extreme vulnerability, the highest level of vulnerability 
among all the districts and counties. Take Yanqing for example, Fig.1 show the 
exposure in Yanqing are Low and High. Analysis the evaluation indicators, we can 
find that the average elevation and average slope of Yanqing rank in the forefront of 
evaluation unit, the river network density is the lowest one among the study area, at 
the same time, the growth of winter wheat serious shortage of precipitation, 1～9 
Demarcation Method evaluation result is more accurate for it match the actual 
situation. Fig.2 illustrate the sensitivity are Moderate and Extreme, and the proportion 
of agricultural population and the irrigation index rank in the forefront of evaluation 
unit, Facilities agricultural area ratio is the lowest one among the study area, 
sensitivity level can be higher. 1～9 Demarcation Method evaluation result is more 
accurate to the actual situation. Therefore, although Fig.3 describes the adaptive 
capacity is moderate, still not enough to reduce vulnerability of agricultural systems 
caused by drought exposure and drought sensitivity. 

From the view of three elements of drought vulnerability, the spatial distribution of 
exposure shows opposite trend. The spatial distribution of exposure is closely related 
to the terrain conditions and crop water supply and demand situation, the exposure 
element in northern mountains are significantly higher than that of the western 
mountains, mainly for the higher elevations, steeper slopes, also the differences 
between evaporative and precipitation is much larger than the western mountains，
the northern mountains evaluation unit experiences a large degree of drought stress. 
The spatial distribution of adaptive capacity mainly related to agricultural power in 
unit of arable land and arable land per capita, adaptive capacity in the western 
mountains is higher than the northern mountains in this point. The common 
characteristics of the High-Extreme evaluation unit is that the agricultural power in 
unit of arable land and arable land per capita are both very low, indicating that 
population pressure acting on the land is bigger in the western mountains, as well as 
smaller irrigation mechanical power during periods of drought. The spatial 
distribution rule of sensitivity has no significant; it is the combined effect of the seven 
factors. 

2) The eastern and southern plains in Beijing are mainly low - moderate 
vulnerability. Tongzhou shows extreme - high vulnerability, the highest level of 
vulnerability among all the districts and counties. Take Tongzhou District for example, 
Fig.1 shows the exposure in Tongzhou is extreme. Fig.2 represents the sensitivity is 
high, Fig.3 describe the adaptive capacity are extreme and moderate, respectively. 
Analysis the evaluation indicators, we can find that rural electricity consumption of 
Tongzhou ranks in the forefront of evaluation unit, agricultural power in unit of arable 
land is the lowest one among the study area, Therefore, we judge 1～9 Demarcation 
Method evaluation result is more accurate for it match the actual situation.  
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From the perspective of three elements of drought vulnerability, the spatial 
distribution rule of exposure, sensitivity and adaptive capacity is not obvious. In 
Shunyi, Tongzhou and Daxing these three areas, spatial distributions of exposure and 
sensitivity are more consistent, however the spatial distribution of adaptive capacity 
presents opposite trend, which is due to the income of rural residents is the main 
factor for adaptive capacity evaluation, in the southern evaluation unit, farmers 
generally have higher income level. When drought caused the loss of farmers, the rich 
farmers can easier and quicker recover from drought to pre-disaster levels. The 
interaction of three elements determine the vulnerability of drought in the region is 
mainly Low - Moderate vulnerability. 

Fig.8 reflects the spatial distribution of exposure is high in northeast and low in 
southwest, apart from the western mountains, basically consistent with the 
distribution of soil moisture. The soil moisture during growth period of winter wheat, 
has taken irrigation conditions into account at this stage, considers the exposure and 
sensitivity of vulnerability, and does not involve the adaptive capacity. Thus, we can 
make the following assumptions: the distribution of vulnerability is the superposition 
of soil moisture and adaptive capacity. 

Averaging and Superimposing soil moisture grade (Fig.9) and adaptive capacity 
grade to make the Fig.10, compared result with 1～9 Demarcation Method evaluation 
result, the superposition effect of the southern is better than the northern, in the 
southern except a small number of a grade difference, the rest are the same. However, 
in the north region except for a few results are the same, the rest several areas have 
one grade difference.  That describes the northern region influence largely by the 
sensitivity factors. Therefore, regions or districts that its agricultural system elements 
susceptible to the effects of drought should consider the interaction of three elements 
of vulnerability. 

5 Conclusions 

In this study, make crop water demand and supply as an evaluation indicator of 
drought exposure, focus on the balance between water demand and supply while 
considering other factors, for example, natural, social and economic factors that 
influence the process of drought disaster. Try to use soil moisture to examine the 
results of the evaluation; the method is more accurate reflection of the potential losses 
of drought on different evaluation unit. 

However, using AHP to build a judgment matrix will be a certain degree of 
subjectivity because the experts’ judgment of the relative importance of the indicators 
varies different, while insufficient application of existing quantitative information is 
also an obvious inadequacy. When using the two kinds of analytic hierarchy process 
method to calculate the weight of drought vulnerability indicators, can avoid 
judgment matrix randomness which varies from person to person. This method is 
more objectivity. Compared the two results from 0~2 Three Demarcation Method and 
1～9 Demarcation Method, the evaluation result of 1～9 Demarcation Method is 
more accurate for it match the actual situation.  
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Using K-means algorithm to making indicator data discretization, can avoid the 
disadvantages of equal-width interval method which is too simple and easily 
influenced by the amount of data. Indicator data discretization has directly impact on 
the assignment of the indicator data and the accuracy of the final vulnerability 
assessment. Therefore, a suitable discretization method is particularly important. 

Drought vulnerability is the result of interaction of the three elements: exposure, 
sensitivity, and adaptive capacity. These three elements have its own rule in the 
spatial distribution. Single soil moisture distribution is an important factor that 
influences exposure, while having some impact on sensitivity, which lacks the 
element of adaptive capacity. In the development of drought-prevention policy, 
combining soil moisture and adaptability to determine drought risk can be used as a 
simple method for evaluation, however, areas or regions which affected largely by 
sensitivity should also take full account of the interaction of the three elements, and 
make it a starting point to develop the corresponding drought policy. Prevent or 
reduce disaster losses before the drought had occurred. 
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Abstract. As the web content extraction becomes more and more difficult, this 
paper proposes a method that using Naive Bayes Model to train the block 
attributes eigenvalues of web page. Firstly, this method denoising the web page, 
represents it as a DOM tree and divides web page into blocks, then uses Naive 
Bayes Model to get the probability value of the statistical feature about web 
blocks. At last, it extracts theme blocks to compose content of web page. The 
test shows that the algorithm could extract content of web page accurately. The 
average accuracy has reached up to 96.2%.The method has been adopted to 
extract content for the off-portal search of Hunan Farmer Training Website, and 
the efficiency is well.  

Keywords: Web Content Extraction, DOM Tree, Page Segmentation, Naive 
Bayes Model. 

1 Introduction 

Web content extraction is to extract the text which describe the page content; and it’s 
also known as web theme block extraction [1]. It can be used for web data mining, 
classification, clustering, keyword extraction and the deep processing of web 
information. Web is semi-structured pages, so it contains a lot of advertising links, 
scripts, CSS styles, navigation and useless information. The main message is often 
hidden in the unrelated content or structure; and the noise makes it very difficult to 
extract page content. Therefore, how to quickly and accurately extract text content 
pages has been the focus of research at home and abroad [2].About web page text 
extraction, there is also a lot of research and methods. Now, three main web content 
extraction algorithms are as follows: 

1. Wrapper-based approach, this method is to extract required information from 
specific web information sources and be expressed in a particular form. Wrapper-
based approach can be accurate extracting and have high accuracy. But due to the 
complexity and irregular of web structure, a wrapper implementation generally for 
one website, it is difficult to meet for different web information extraction tasks [3]. 

2. Machine learning methods, by analyzing the structure of the page, and 
constantly generates new template and creates template library. Literature [4] takes 
machine learning methods for web thematic information extraction. Web page content 
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extraction based on templates has a relatively high degree of automation and is 
convenient for users. However, if you encounter a web page cannot find the 
corresponding template, the extraction will fail. As the template library continues to 
increase, the template library management will become increasingly complex [5]. 

3. Visualization layout classification method, a classical algorithm is VIPs put 
forward by Microsoft Asia research institute. It uses visual characteristics of the page 
structure excavation and makes full use of the web page background color, font color 
and size. However, due to the complexity of visual web, heuristic rules are so 
ambiguous that need to manually adjust the rules constantly. So how to ensure 
consistency of the rules is a difficulty [6]. 

The methods mentioned above all have some short comings and limitations. So this 
paper on the basis of predecessors’ work and combining with the nature of html page 
in statistics and observation, according to the characteristics of the different features 
with different importance, it proposes an algorithm that uses Naïve Bayes Model [7] 
to train the block attributes eigenvalues of web page. After denoising the web page 

[8], divides web page into blocks and gets the statistical characteristics of the web 
block. The algorithm is easy to implement, without artificial participation and can 
extract web contents quickly and accurately. 

2 Algorithm Framework 

The algorithm is divided into training phase and testing phase. The training phase 
includes pretreatment of web pages and builds Naïve Bayes Model. The testing phase 
is based on the web pages pretreatment, using Naïve Bayes model which is built in 
training phrase to extract web content. Algorithm framework shows in figure 1. 

HTML pages

web 
denoising

construct 
dom tree

web  page 
blocking

naive bayes model

theme block
non-theme 

block

training web 
page

test web 
page

 

Fig. 1. Algorithm Framework 
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3 Web Page Pretreatment 

Step one: Downloads news web pages respectively from Sohu, Netease, Sina, 
People’s daily, Tencent. And each source downloads 200 web pages, then extracts 
web page manually, 500 as the training set, 500 as the testing set. 
Step two: Denoising web pages and uses regular expression to delete CSS, scripts, 
comments on pages. 

Table 1. Web Denoising Regex 

noise type regex 

css styles <[\\s]*?style[^>]*?>[\\s\\S]*?<[\\s]*?\\/[\\s]*?style[\\s]*?> 
script <[\\s]*?script[^>]*?>[\\s\\S]*?<[\\s]*?\\/[\\s]*?script[\\s]*?> 

comments <!—(.*?)--> 

 
Step three: Resolve web page into a DOM tree [9]. Read the web page without noise 
into memory and use NekoHTML to modify the tags which is not regular, then 
resolves web page into a DOM tree [10]. The html in figure 2(a) corresponds to the 
DOM tree in figure 2(b) below: 

 

        

html

head

title

text

body

div

table

tr

td

text

tr

td

text

tr

td

text

tr

td

text
 

Fig. 2. (a) HTML Web Page Fig. 2. (b) HTML Page’s DOM Tree 

Html document and DOM tree is a one-to-one relationship, and the DOM tree 
makes computer more convenient to process semi-structured html document, easier to 
block the web pages. 

Step four: DOM tree blocking. By observing the website, finding that the text area 
is usually use tags such as table, td, tr, div to divide each block of text. So this article 
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compares the above tags to DOM tree node properties, using the bottom-up approach 
to block the DOM tree. The block rules are as follows: 

(1) Let DOM tree leaf node enter the queue. 
(2) Scanning the DOM tree leaf node in turn, if the leaf node text is empty or is not 
block node , continue to scan the node’s parent node until it encounter a block node 
whose text is not empty. Recording the node and compose it and its affiliated tags into 
blocks.  
(3)Scanning the leaf node again, the same as (2), if it encounter a block node whose 
text is not empty. Recording the node and compose it and its affiliated tags into 
blocks. If the node and block node in (2) is sibling nodes, merges the block and block 
in (2). 

4 Model Design 

4.1 Naïve Bayes Model 

Naive Bayes Model (Naive Bayesian Model, NBC) is the most widely used 
classification algorithm, it needs less estimated parameters, less sensitive to missing 
data, and its time complexity is low, classification is efficiency and stability. 

Whether the web block is content or not is a Binary Classification Problem [11]. 
We use an n-dimensional feature vector X = {x1, x2, ... , xn} to represent a block, 
describing the n metrics about samples corresponding to the attributes A1,A2,…An. ci ∈ C = {c1, c2} is a class variable, c1 indicate that the page belongs to theme block, c2 
indicate that the page does not belong to theme block. To simplify the calculation, 
assume x1, x2, ... , xn are independent. That is, attribute values is independent between 
each other. It’s why we call Naïve Bayes Naive [12]. A web block belonging to ci 
classification’s Naïve Bayesian formula shows as (1) [13]: 
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4.2 Block Feature Extraction 

In the paper, probability based statistical training webpage probability feature of each 
block is to determine the probability of block extraction test webpage of theme block. 
A lot of features affecting a block becoming subject block. By analyzing the structure 
of web pages, we can draw the conclusion that the following theme blocks [14] have 
several notable features: 

(1)Hyperlinks are less, but navigation information blocks, advertising block contains 
a number of hyperlinks generally more. 
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(2)More text is in block; theme block is the region web information centralized, so the 
number of characters contained within the block is more. The noise block contains 
fewer amounts of characters. 
(3)Theme block is used to describe the main content of a webpage, so it contains 
more punctuation, and noise block generally doesn't contain punctuation. 
(4)<p> acts as paragraph mark, the theme contains a lot of information, and practical 
<p> labels often used to segment, while the noise block generally doesn't contain 
paragraph marks. 

Based on the above characteristics , this article uses the number of characters within 
the block unlink , the ratio of the number of link characters and the total number of 
characters , the ratio of total number of punctuation and link characters , and the total 
number of <p> as Web page block's feature items. 

Among this paper, unlinktextsum stands for the number of unlink characters, 
linktextsum stands for the number of link characters, textsum stands for the total 
number of text, and puncsum stands for the total number of punctuation. 
Then the ratio of linktextsum to textsum named link shows as (2): 

textsum

mlinktextsu
link =

 
(2)

The ratio of puncsum to linktextsum named punc shows as (3): 

mlinktextsu

puncsum
punc =

 
(3)

4.3 Model Training 

After generating DOM tree and blocking the training web pages [15], to work out the 
unlink characters number, ratio of unlink characters to character number, ratio of 
punctuation to link characters number, <p> tags number. 

4.3.1   Unlink Characters Number 
The more unlink characters in a block, the richer information the block contains, then 
it has a higher probability to be a theme block. Because hyperlinks are generally less 
than 20 characters, and blocks more than 100 characters are mostly theme block. In 
this article we will divide the number of block’s unlink characters into 6 levels, that 
is, the number of unlink characters is less than 20, above 100, and four equal parts 
between 20 and 100. The unlinked character number scatters in an interval belonging 
to non-theme blocks and theme blocks' probability shows as (4), (5): 

 == n
i cmlinktextsupcmlinktextsup in 1 11

)|()|(    1≤i≤n (4)

 == n
i cmlinktextsupcmlinktextsup in 1 22
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That is, each block linktextsum’s probability is the probability of linktextsum less than 

the block and the block’s sum, and 1

20

+=
mlinktextsu

n . 

4.3.2   Link Characters and Character Number Ratios Probability 
The lower link characters and character number ratios within the block, the higher 
probability a block to be a theme block. Navigation links blocks and advertising 
blocks of characters and the total number of characters ratio is generally greater than 
50% and some even higher than 80%. So this article will divide link characters and 
character number ratios into 4 copies, that is, less than 10%, 10%-50%, 50%-80%, 
above 80%. The link characters and character number ratios scatters in an interval 
belonging to non-theme blocks and theme blocks’ probability shows as (6), (7): 
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4.3.3   Punctuation and Link Characters Number Ratios Probability 
Theme block contains much punctuation, but link text generally doesn’t contain 
punctuation. The higher punctuation and link characters number ratios within the 
block, the higher probability a block to be a theme block. This article will divide 
ratios of punctuation number to link characters number into 3 copies, that is, less than 
2%, 2%-10%, above 10%. The ratios of punctuation number to link characters 
number scatters in an interval belonging to non-theme blocks and theme blocks’ 
probability shows as (8), (9): 
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That is, each block punc’s probability is smaller than the block punc and the block’s 
punc probability sum. 

4.3.4   <p> tags Number Probability 
Web content containing much information, it often uses <p> tags for a paragraph 
replacement. So theme block contains many <p> tags. This article will divide <p> 
tags number into 3 levels, that is, 0 <p> tag, 0-3<p> tags, above 3 <p> tags. The <p> 
tags number scatters in an interval belonging to non-theme blocks and theme blocks’ 
probability show as (10), (11): 
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4.3.5   Block Overall Probability 
According to the formula (1) - (11): 

The probability of a block to be a theme block shows as (12): 
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According to the formula (1), (12): 

)(*
),,,(

)|(*)|(*)|(*)|(

),,,|(

1
1111

1

cp
psumpunclinkunlinksump

cpsumpcpuncpclinkpcunlinksump

psumpunclinkunlinksumcp

=
 (13)

p(c1) indicates the probability of a theme block in the training set, is a constant, and 
the denominator is also a constant. 
Therefore, the probability of a block to be a theme block can be expressed as (14): 
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Similarly, the probability of a block to be a non-theme block can be expressed as (15): 
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If in a block p(c1|unlinksum,link,punc,psum)>= p(c2|unlinksum,link,punc,psum), that 
is, the probability a block to be a theme block is bigger than the probability a block to 
be a non-theme block. Extract the block, put it into theme block queue, and output the 
block in queue. 

5 Testing and Verification 

In order to verify the effectiveness of the algorithm, we use java language to 
implement and test the proposed algorithm. Test procedure is as follows: 

Download 100 pages respectively from Sohu, Netease, Sina, People’s Daily and 
Tencent, totaling 500 web pages. These pages cover sports, entertainment, education, 
practical, financial and some other themes, almost all kinds of news. 

Using the algorithm to extract text of the following web page from Sina Finance 
and Economics, the page to be extracted is shown in figure3: 

The page URL is 
http://finance.sina.com.cn/review/jcgc/20130606/182015723399.shtml .  
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Fig. 3. The Original Page 

Text extraction result is shown in Figure 4: 

 

Fig. 4. Extraction Results 
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We divide the obtained theme information into three levels: (1) Excellent: the 
obtained web text is consistent with the text manually labeled. (2) Good: compared to 
the text manually labeled, there is only 1-2 sentences lost, or the text contains 1-2 
noise blocks. (3) Poor: The text contains many mistakes. Specific test results are 
shown in table 2[16]: 

Table 2. Algorithm Experimental Results in This Paper 

web 

pagesource 

web page 

number 

excellent good poor excellent 

rate(%) 

good 

rate(%) 

Sohu 100 36 60 4 36% 96% 
Sina 100 38 59 3 38% 97% 

Netease 100 35 61 4 35% 96% 

People’s 
daily 

100 38 59 3 38% 97% 

Tencent 100 32 63 5 32% 95% 

Table 3. <table> to Block Web Page Extraction Algorithm Results 

web 

pagesource 

web page 

number 

excellent good poor excellent 

rate(%) 

good 

rate(%) 

Sohu 100 25 70 5 25% 95% 
Sina 100 28 68 4 28% 96% 

Netease 100 26 62 12 26% 88% 

People’s 
daily 

100 30 66 4 30% 96% 

Tencent 100 27 63 10 27% 90% 

 
In the tables above, excellent rate is the proportion of excellent level result in all 

result data; good rate is the proportion of both excellent and good level in all result 
data. 

The algorithm in this paper compares to the method only use <table> to block web 
page, both its good rate and excellent rates are significantly improved. 

6 Conclusion 

This paper proposed an algorithm using Naïve Bayes Model to train the block 
attributes eigenvalues of web page. Then it extracts theme blocks and composes 
content of web page. The method has been adopted to extract content for the off-
portal search of Hunan Farmer Training Website, and the efficiency is well. Counting 
the good web pages extracted, the average accuracy rate is up to 96.2%. For some 
well-structured web pages, the accuracy rate will be even higher. An existing 
deficiency is the block tags considered relatively less, therefore, if consider more 
block tags, the accuracy of the system will also be enhanced. In future work we will 
do research for semi-structured web pages. 
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Abstract. This paper analyzed the Current situation and status of China in the 
world vegetable trade, measured and analyzed main export varieties of vegetables 
trade competitiveness in China by using international market share(IMS) and trade 
competitiveness index(TCI). The conclusion is that: China’s vegetable export scale 
expands gradually, frozen vegetables、  dehydrated vegetables、  and dried 
vegetables have significant comparative advantages and hold high stability in the 
international trade. the world economic recovery will provides the export of 
China's vegetable products with opportunities. 

Keywords: Competitiveness, Varieties, Vegetable trade, The market share. 

1 Introduction 

Vegetable industry is an important part of agriculture, the development of vegetable 
industry in China have made great strides with the deepening of reform and opening 
up and accelerated industrialisation and urbanisation, vegetable planting area and 
output have formed into certain scale. Vegetable planting area is19.63958 million 
hectares in China in 2011 , accounting for 12.11% of total sown area of agricultural 
products; produced 679 million tonnes of vegetables with ￥1.26 trillion production 
value , accounting for 30 %of the total output value of agriculture. Overtaking 
proportion of grain output value for the first time, Vegetables has become the top 
agricultural products in China for the first time in 2011. At the same time, vegetables 
is China's export varieties with traditional comparative advantage among all the 
exported agriculture products as well, currently, China is the world's largest exporter 
of vegetables. The foreign trade scale of vegetable industry expands unceasingly since 
China's entry into WTO, China's vegetable exports have risen from 3.17 million 
tonnes to 7.72 million tonnes during 2001-2011, up 2.45 times, the average annual 
growth rate is 9.41%; Exports value, rising from $1.753 billion to $9.351 billion from 
2001 to 2011, increased by 5.33 times, the average annual growth rate is19.15%. 
Export expansion speed higher than that of imports significantly. 

                                                           
* Shasha Li (1986-), Ph. D. student, research direction: agricultural economic theory and policy. 
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An increasing number of the external environment uncertainty brings new difficulties 
and challenges to The development of vegetable trade in China with the continuous 
expansion of China's vegetable foreign trade scale, How to position the Chinese 
vegetable industry's position in international trade, How to making full use of the 
comparative advantages in China's agriculture[8], How to adjust the vegetable trade 
strategy in China duly to keep up with the trend of the vegetable trade patterns change, 
which will be of great significance to consolidate the vegetables exports great-power 
status and reinforce vegetable export international competitiveness in China. 

2 Literature Review 

There are lots of literatures research on China’s vegetable trade, such as the potential 
impact of China’s agricultural sector on world trade(Fuller,2001;Wu,2003;Huang 
,2003)[9]-[11] ,which can be summed up in two aspects by making generalization and 
summary of existing research methods and ideas ,On the one hand, some scholars 
carried out the research by using the empirical analysis and normative analysis, Qi 
Zhang , Ming-yang Zhang (2013)adopted empirical analysis on the influence factors of 
Chinese vegetables export trade from the perspective of bilateral technical trade 
measures with trade gravity model ,pointed out that importer of per capita GDP, trade 
distance, importing countries domestic standards are important factors that affect 
Chinese vegetables export trade;[1]Da-xue Kan(2013) estimates the international 
market forces of China's vegetable industry by using the marginal cost model, results 
show that the international market power in China's vegetable industry appeared to 
descend after joining the WTO;[2]Yuan-yuan Hou,Li-li Wang(2011) built international 
competitiveness evaluation index system and used cluster analysis to compare the 
international competitiveness of 14 vegetable varieties and eight different kinds of 
vegetables in China, draw a conclusion that fresh vegetables, dehydrated vegetables 
have strong competitiveness in short term;[3]On the other hand, other scholars 
discussed China's vegetable trade issues from the following aspects such as Industrial 
chain, regional comparison and dynamic analysis and so on, Yong Tang,Jun 
Huang,Yue-yun Li(2006) measured the comparative advantage of China's vegetable 
production level by using the method of resource cost, pointed out that China's 
vegetable has a strong potential competitive advantage;[4]Hua Lin,Kai Wang(2010) 
analyzes Chinese vegetables export competitiveness against South Korea by using the 
revealed comparative advantage and export permeability index from regional 
comparative perspective, Results showed that the overall Chinese vegetables in Korea 
have absolute competitive advantage;[5]Feng-jie Pan,Yue-ying Mu(2011) draw 
conclusions that increasing trends of growing vegetables export quantity and amount, 
significant trend of diversification of vegetables export destination through analysis the 
changes in China's vegetable export trade from the perspective of dynamic.[6]  

Synthesize existing literatures, the research on China's vegetable trade condition 
and trade competitiveness have carried out extensively. however, less research has 
been done on the competitiveness of the main vegetable varieties in China from 
global perspective, which remains to be improved. This paper will make further 
research and analysis on it. This article altogether is divided into five parts, besides 
the introduction and literature review, the third part analysis China’s vegetable current 
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trade status, the fourth part calculated and analysis the trade competitiveness of main 
vegetable varieties ; The fifth part is conclusions and policy recommendations. 

3 China’s Vegetable Trade Current Situation 

The major characteristics of Chinese vegetables in foreign trade is export scale is far 
greater than imports(see Figure 1), the trade scale expanding year by year(see Table 
1), trade surplus continues to rise steadily. 

Looking from the trade growth process, vegetable imports volume basically remain 
at around 100000 tonnes during 2001-2007, exports volume keep increasing at 10% 
of the growth, trade surplus growth rate is fairly constant in the same slope as well. It 
is obvious to see impact of global financial crisis that outbreak in 2008 to Chinese 
vegetables in foreign trade, the growth rate of vegetable exports volume is only 0.32% 
in 2008, jumped to an all-time lowest record; vegetable trade surplus experienced 
negative growth for the first time with growth rate -1.31%;at the same time, vegetable 
imports volume is essential to maintain the original level. however, vegetables export 
trade began to gradually recover in China in 2009 as the economic stimulus policy 
Issued and implemented which promote the global economic recovery, exports 
volume and trade surplus year-on-year growth are1.92% and 20.65 respectively; 
increasing trend has shown in China’s vegetable export trade in 2010, amplification of 
exports volume and trade surplus hit a record high, 190000 tonnes and 2.995 billion 
dollars respectively, year-on-year growth of 2.99%, 61.48%. Vegetable import was 
still keeping a steady growth in the year 2011, vegetable imports volume, exports 
volume and trade surplus rose by 4.55 million tonnes, 67000 tonnes and 7.814 billion 
dollars separately over the previous year. 

Table 1. Import-export volume and import-export value in China during the year 2001-2011 

Unit:10000 tonnes,100 million dollars 

year export volume  export value import volume import value 

2001 317 17.52 10.02 3.25 

2002 360 18.88 9.81 2.75 

2003 432 21.99 9.51 1.75 

2004 470 27.81 11.01 1.82 

2005 520 33.02 10.5 1.65 

2006 568 39.79 12.01 1.51 

2007 622 42.16 10.5 1.25 

2008 620 41.67 10.82 1.30 

2009 636 49.96 9.01 1.25 

2010 655 79.81 14.51 1.15 

2011 772 93.51 16.51 1.11 

Data sources: China trade foreign economic statistical yearbook and China customs 
database, calculated by the author 
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Fig. 1. Import-export volume and trade surplus in China during the year 2001-2011 

Looking from major import-export market distribution of China’s edible 
vegetable(see Table 2), The United States, the European Union, the association of 
southeast Asian nations (ASEAN) and Taiwan are major vegetable import destination, 
meanwhile, Japan, the European Union, America, ASEAN, Hong Kong and South 
Korea are a major vegetable output destination in China. China has claimed the 
position of No1 supplier of vegetable to Japan.[7]The association of southeast Asian 
nations (ASEAN) has become the top vegetable exporter of China in 2011, The edible 
vegetable bilateral trade value between China and ASEAN ascend to $1.457 billion, 
edible vegetable imports value and exports value accounted for 55.91% and 21.57%of 
edible vegetable total imports and exports value, trade vegetable varieties mainly 
include cassava, mung bean, red bean, etc; The USA is the second largest vegetable 
export country to China, vegetable imports value from the United States fell by 
21.05% compared with the previous year, however, edible vegetable exports value to 
the United States increased by 13.84%, major trade varieties include dehydrated 
vegetables, frozen vegetables, pickled vegetables and so on. the European Union is 
the third largest vegetable export country to China, But the proportion of imports of 
edible vegetables from the European Union in China is only 6.5%, trade varieties 
mainly include dehydrated vegetables, frozen vegetables, etc. China import edible 
vegetables from Japan, Taiwan as well as export to Hong Kong, South Korea and 
other places , Trade products including melons, beans, carrots, Onions, tomatoes, etc. 
As a whole, China’s vegetable import-export market distributed in Asia, Europe and 
the Americas, however, trade is mainly concentrated in Asia 
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Table 2. China’s edible vegetable major import-export market trade value in 2011 

Unit:100 million dollars 

importing 

market  

import value Growth 

Year-on-year 

Exporting 

market 

import value Growth 

Year-on-year 

ASEAN 0.52 10.23% Japan 14.05 17.97% 

USA 0.30 -21.05% ASEAN 9.65 5.72% 

EU 0.06 100.00% EU 8.71 16.76% 

Taiwan 0.04 100.00% USA 5.84 13.84% 

Japan 0.01 0.00% HongKong 4.23 64.59% 

HongKong -- -- Korean 2.26 15.35 

Data sources: China trade foreign economic statistical yearbook and FAO statistical 
database, calculated by the author 

4 Vegetable Trade Competitiveness in China 

Seen from table 3,compared with world average price, the export price of major 
export vegetable varieties in China Showed the following characteristics:1. Export 
price of dehydrated vegetables, frozen vegetables, fresh vegetables, salted vegetables 
are lower than the world average level year in year out, Vinegar soak vegetables 
export price is slightly higher than the world;2. Vegetable prices rise and fall trends 
are almost consistent with the world average price;3.Among all the export vegetable 
varieties in China, fresh vegetables export price are far lower than the world average 
for the long years, next is pickled vegetable, difference in price between world price 
and dehydrated vegetables ,frozen vegetables is not very remarkable. 

Overall ,judging China's export vegetables varieties trade competitiveness from the 
export prices, we may know that vegetable industry hold a significant export 
competitiveness on price, Among them, fresh vegetables have the most striking export 
competitiveness, followed by pickled vegetables, dehydrated vegetables, frozen 
vegetables, the vinegar soak vegetables export competitiveness is relatively weak. 

Table 3. Varieties of vegetables export price and world export price in China during the year 
2006-2010 

year 
Dehydrated 
vegetables 

Frozen 
vegetables 

Fresh vegetables Vinegar soak  
vegetables 

Pickled 
vegetables 

 China World China World China World China World China World 

2010 2.82 2.88 1.03 1.08 0.41 1.04 1.66 1.07 1.04 1.45 

2009 2.03 2.51 0.92 1.11 0.33 0.89 1.44 1.05 0.96 1.50 

2008 2.03 2.56 0.93 1.16 0.29 0.88 1.45 1.12 0.96 1.50 

2007 2.24 2.50 0.86 1.05 0.25 0.92 1.23 0.99 0.96 1.38 

2006 2.39 2.52 0.88 0.95 0.32 0.86 1.20 0.89 0.89 1.22 

Data sources: FAO statistical database, calculated by the author 
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By analyzing the international market share changes of China’s export vegetable 
varieties Frozen vegetables, dehydrated vegetables, fresh vegetables, vinegar soak 
vegetables pickled vegetables and dried vegetables(see Table 4),we can know that a 
majority of the vegetables varieties have high market share in international market; 
looking from the changes in proportion, the international market share of frozen 
vegetables always keep at 17%, holding long-term stability; Dehydrated vegetable 
international market share gradually upgraded as time goes on, showing strong 
international trade competitiveness; Fresh vegetable international market share 
fluctuated in a tight range, Keeping in 1% amplitude fluctuation on average; Vinegar 
soak vegetable international market share showing a trend of rising year by year, 
which reach the highest level in 2010, acting the potential of increasing trade 
competitive advantage; Pickled vegetable international market share remain above 
14.34% throughout the year since 2001,which raised to 19% in the year 2010 for the 
first time, proving potential international trade competitiveness; Dried vegetable had 
the largest international market share among all the export vegetable varieties in 
China Maintaining above 65%, showing a rising trend, reflecting stable and strong 
trade competitiveness of the dried vegetable varieties in the international trade. 

Table 4. International market share of export vegetable varieties in China during 2000-2010  

Year 
frozen 
vegetable 

dehydrated 
vegetables 

fresh 
vegetables 

Vinegar soak 
vegetables 

pickled 
vegetable 

dried 
vegetables 

2010 19.47% 51.47% 6.43% 5.11% 19.02% 66.65% 

2009 16.28% 40.97% 5.75% 3.83% 16.22% 67.49% 

2008 16.41% 41.03% 5.08% 2.14% 16.99% 68.63% 

2007 17.29% 45.67% 4.77% 2.01% 19.83% 67.77% 

2006 18.57% 47.83% 6.59% 2.42% 18.64% 69.34% 

2005 16.86% 43.18% 6.69% 3.14% 18.18% 61.94% 

2004 15.31% 38.15% 7.58% 3.11% 15.76% 57.05% 

2003 13.95% 37.54% 9.79% 3.26% 14.34% 62.27% 

2002 16.03% 39.53% 11.72% 2.26% 15.55% 62.08% 

2001 19.45% 35.17% 10.43% 3.17% 15.59% 59.06% 

Data sources: FAO statistical database, calculated by the author 

From the perspective of international market share, the dried vegetables and 
dehydrated vegetables keep in 35% ~ 65% all the year round , frozen vegetables and 
pickled vegetables remain above 15% as well, illustrating China's these four types of 
exported vegetable varieties with strong export  competitiveness. Looking at the 
vegetables trade competition index between China and its trade partners 

In 2011(see Figure 5), the trade competition index of frozen vegetables, dehydrated 
vegetables, fresh vegetables of China against The association of southeast Asian 
nations (ASEAN) , EU, Japan South Korea, the United States and Australia are above 
0.96, Indicates that China’s frozen vegetables, dehydrated vegetables, fresh 
vegetables in the international market occupies a very strong competitive advantage; 
Vinegar soak vegetables showing significant trade competitiveness in China- Japan, 
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China-South Korea trade, holding strong competitiveness in China-USA, China- 
Australia trade, proving general trade competitiveness with trade competition index 
0.48 and 0.5 separately among China-ASEAN, China-EU trade; Pickled vegetables 
trade competition index is above 0.96 in China-EU, China-Japan, China- South Korea 
trade, meanwhile, the value come to -0.10,0.26,0.71 separately in the trade 
relationship China-ASEAN, China-USA, China- Australia, the result show that 
China’s Pickled vegetables has significant competitive advantage in China and the 
European Union, Japan, South Korea trade, hold strong competitive advantage 
comparing with Australia, take general competitiveness against the United States, stay 
in the weak competitive position in the trade with ASEAN. 

Table 5. Trade competitiveness between China and its major vegetable trade partners in 2011 

Varieties USEAN EU Japan Korean USA Australia 
frozen 0.99 1.00 1.00 1.00 0.98 1.00 
dehydrated 1.00 0.99 1.00 0.96 0.99 1.00 
Fresh 1.00 1.00 1.00 1.00 0.97 1.00 
Vinegar soak 0.51 0.48 1.00 1.00 0.87 0.97 
Pickled -0.10 0.96 0.99 0.96 0.26 0.71 

Data sources: FAO statistical database, calculated by the author 

5 Conclusion and Suggestion 

(1) Main Conclusions 

1. China' s vegetable foreign trade market is distributed in Asia, Europe, America, 
Oceania and Africa, seeing trade value and trade density, Chinese vegetables import and 
export market mainly concentrated in Asia, including Japan, South Korea north Korea 
and the ASEAN countries are China's major vegetables trade partners, The United 
States, the European Union is China's second and third largest vegetables trade partners 
respectively. The vegetable trade and cooperation between China and the world will 
further deepen as the world economic recovery and the rise of emerging economies. 

2. seen the trends of China’s vegetables import and export structure and trade 
surplus, the vegetable export scale and imports scale will continue to expand, besides, 
the trend of exports expanded faster than the growth rate of imports is very clear, the 
status of vegetable trade surplus will thus be sustained in the years to come. 

3. From the result of comparison between China’s export price and world export 
price, we know that the export price of dehydrated vegetables, frozen vegetables, 
fresh vegetables, salted vegetables are lower than the average level of the world, 
showing significant price advantage. Under the condition of regardless of non-price 
factor, production costs and export prices are the deciding factor for China’s 
vegetables industry possess strong trade competitiveness. 

4. From the result of international market share comparison, the international 
market share of China’s dried vegetables, dehydrated vegetables keep more than 40%  
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all the year round, the proportion of pickled vegetables, frozen vegetables in the 
global total vegetables trade value remain above 15% for a long time within recent 10 
years, to some extent, reflecting China's trade competitiveness of different vegetable 
varieties have differentiation.  

5. The trade competitiveness index tell us that china’s frozen vegetables, 
dehydrated vegetables, fresh vegetables has a significant competitive advantage in the 
vegetables trade with the association of southeast Asian nations (ASEAN) ,Japan, 
South Korea, the United States and Australia, Vinegar soak vegetables showed strong 
trade competitiveness in China-Japan, China-South Korean, China-Australia trade, 
Pickled vegetables stay in a significant trade competitive advantage position  in 
trading with EU, Japan, South Korean. 

(2) Policy Suggestions 

Based on the above analysis, this paper puts forward the following Suggestions  
1. Optimize the structure of export vegetable varieties, improving the ability of 

exported vegetable varieties to earn foreign exchange . take the market as the 
guidance, In order to realize the resource allocation efficiency maximization as the 
goal, according to the comparative advantage of vegetables varieties such as resources 
endowment, policy orientation, system environment, market structure, etc, 

adjusting and optimizing the structure of export vegetable varieties scientifically in 
accordance with different target market needs, to improve the overall capacity to earn 
foreign exchange of vegetables industry in China. 

2. To enhance investment in agricultural scientific research, improve the sci-tech 
contents in vegetables, put both quantity and quality of vegetables into consideration. 
Taking science and technology as support, implementing Agricultural science and 
technology strategy , Increase investment in agricultural scientific research and 
agricultural technology talents cultivation, cultivating new high-yielding high-quality 
vegetable varieties, upgrading vegetable industry technology content and 
comprehensive competitiveness comprehensively, improving vegetable quality and 
benefits synchronous, to further consolidate and strengthen the strong trade 
competitive position of vegetables industry in China through the occupation of 
agricultural high-tech commanding heights to break the pattern of resources and 
environment constraints in vegetable production. 

3. Build a vegetable production standardization system, improve the vegetable 
quality and safety coefficient. aiming at improving the vegetables varieties quality 
and safety, to build the national vegetable production standardization system by 
making goods regulations, technical standards to push the vegetable industry develop 
with the direction of standardization, industrialization, large-scale, to eliminate the 
vegetable quality and safety problems gradually, to circumvent trade risk such as 
green barrier, technical trade barrier and so on, to enhance the capability in shielding 
against risks and international export competitiveness of vegetable industry in China. 
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Abstract. To capture equipment fault in real time and automate fault diagnosis, a 
pattern recognition method, based on data eigenvector and TCP transport 
protocol, was proposed to capture Water Quality Monitoring equipment’s fault 
information. Fault data eigenvector was designed after analyzing the equipment 
fault feature and capture strategy, structural pattern recognition strategy was 
confirmed and specific data frame was designed in response to the fault data 
eigenvector, by integrating the data frame design into the equipment’s 
communication protocol, data related to different fault compiled into fault data 
frames by transmitters or communication module of equipment’s different 
components, the remote sever captures equipment fault on transport via fault data 
frames according to the structural pattern recognition strategy. With 7 months of 
practical application in Taihu aquaculture project and research center of 
agricultural information technology, combining with historical fault data and 
contrast with artificial recognition result, the simulate experiment shows this 
method has higher response rate and process rate with a nice accurate. 

Keywords: fault data capture, data eigenvector, transport layer, fault filter. 

1 Introduction 

Water quality parameters includes DO (dissolved oxygen), EC (electrical 
conductivity), SAL(solidity), WT (water temperature), PH and TUR (turbidity), all of 
                                                           
* Corresponding author. 
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these parameters effect deeply to aquaculture management and breeding decision, so 
collecting water quality parameters is an extremely important work to aquaculture. The 
Water quality monitoring equipment in the paper is made to collect water quality 
parameters in time and offer water quality optimization services include SMS warning, 
oxygenation and other services. Equipment have been deployed in maricultural 
breeding bases and industrial aquaculture in Beijing, Tianjin, Hebei, Shandong, Jiangsu 
and Guangdong. Nevertheless, equipment fault prevents farmers from increasing more 
reliance on the equipment, researches must be done to develop fault diagnosis 
technology and form an integrated strategy. 

ANNs requires large amount of sample data for training, as its process is pure 
mathematical procedure [1-13].There are many fault detection methods applied the 
support vector machine [14]. 

Fault detection should be an independent step in fault diagnosis process, fault 
diagnosis should base on fault data captured by fault detection step, and serious 
redundancy calculations exist in diagnosis process.  

2 Data Eigenvector Analysis  

2.1 Equipment Faults Description 

Equipment faults are divided into five types due to component types. Namely sensor 

faults, transmitter faults, actuator faults, GPRS gateway faults and remote server 

faults, see fig1. 

 

Fig. 1. Equipment fault tree 

When combined with some high-class arithmetic like support vector machine to 
solve fault capture task in every node, long training time cost is not acceptable.  
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2.2 Data Eigenvector Related to different Equipment Faults 

To an object represents a specific fault, recognition arithmetic need to judge whether it 
contains fault information according data eigenvector, for each fault type, there is a 
specific eigenvector and type record; these records are listed in Form 1.  

Form1. Data type and eigenvector corresponding to different faults 

Recognition target Data type Eigenvectors 

Uncontrollable Actuator state Response data and executive result 
No response Actuator state Response data 

Energy Exception M2M state 
Power supply mode & nominal voltage 

& measured value 

Low storage space 
Device 

information 
Residual capacity calculated value 

Jennic module 
exception 

M2M state Jennic module reset times 

M2M module 
exception 

M2M state 
M2M signal value and emission 

frequency 
Data process error M2M state Conversion formula 

Wrong clock GPRS state GPRS gateway clock 
GPRS module 
exception 

GPRS state 
State code & SIM card state & heart beat 

interval 
GPRS module 
exception 

GPRS state Reset times 

Low Signal strength 
GPRS 

state/Device state 
Signal emission frequency 

Internal error 
Message from 

server 
Error code 

Program BUG None Server crash 

Bad data integrity Record 
Actual record count divide theoretical 

record count & sensor state 
Bad data continuity Record Actual record interval time 

Report delay Record Report time minus collected time 
Report value 
changeless 

Record value & sensor collect voltage value 

Bad data rationality Record Value change rate & value 

3 Method and Capture Strategy 

3.1 Data Transfer Process on Transport Layer 

Data frame format was proposed in the following passage. Form.2 is the transmitting 
data frame format. 
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Form2. Transmitting Data Frame Format 

Length 2 
byte
s 

1 
byte
s 

1 
bytes 

1 
bytes 

2 
bytes  

M 
bytes 

N bytes 2 
bytes 

2 bytes 

Content Start 
seg
men
t 

Fra
me 
type 

Fram
e 
lengt
h 

Frame 
code 

Contro
l code 

Addr
ess 
segm
ent 

Data 
segment 

CRC 
check 

Termin
al 

Descrip
tion 

Head 
Eigenvect

or data 
frame 

Tail 

 
The eigenvector data frames and fault filter introduced in following passages are 

based on the data frame format and this protocol. 

3.2 Define Eigenvector Data Frames and Frame Filter 

The design of eigenvector data frame is shown in form 3 below. Eigenvector type is 
corresponding to the frame code; form 4 is the detail design of eigenvector data frame 
model. 
                          Form3. Eigenvector data frame format 
 

 Type 
GPRS gateway 

clock/Report time 
Eigenvector 

type 
Eigenvector 

data 
Lengt
h 

2 bytes 6 bytes 1 bytes N 

Form4. Detail Design of Eigenvector Data Frame Model 

Eigenvector source Frame code Type code Eigenvetor type Description 

GPRS gateway 
state 

0x01 

Link 
heartbeat:[0x01][0x00]; 
  

Device heart beat 
interval time 

Hexadecimal value 

Reporting cycle Hexadecimal value 

State heartbeat: 
Acquisition 
cycle 

Hexadecimal value 

  long connection: 
[0x02][0x01] 

Storage cycle Hexadecimal value 

  Short 
connection:[0x02][0x02]

Signal strength Hexadecimal value 

  no connection:   
[0x02][0x03] 

Not reported data 
count 

Hexadecimal value 

Gateway voltage Hexadecimal value 
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M2M state 0x02 

Power on: 
[0x01][0x00] 

Energy type 
0x00:battery 

Pause:    
[0x02][0x00] 
Power 
off:[0x03][0x00] 

0x01:electric supply 
0x02:solar pannel 

Device reset 
time 

Hexadecimal value 

 
Not reported 
data count 

Hexadecimal value 

 Deivce voltage Hexadecimal value 

Record 0x03 

Channel 
count:Generated by 
sending device, 
equals the amount of 
channels belong to 
the device 

Channel numberHexadecimal value 

channel type 

DO:0x00; 
EC:0x01; 

WT:0x02; 
PH:0x03; 

channel value Hexadecimal value 

 
Actuator state 
 
 
 
 
 
 
 
 
 
Actuator state 

 
0x04 
 
 
 
 
 
 
 
 
 
0x04 

Power on:  
[0x01][0x00] 

Channels 
corresponding to
control action 

Hexadecimal value 

Pause:     
[0x02][0x00] 

Control trigger 

0x00:unknown 

Power off:  
[0x03][0x00] 

0x01:timing 

No action:  
[0x04][0x00] 

0x02:automatic 
0x03:remote control 
0x04:manual operation 
0x05 exception protect 
0x06:Illeagal control 
0x07:SMS control 

Control type 

0x00:power on 
0x01:pause 
0x02:power off 
0x03:no action 

State feedback 
type 

0x00:poer on 
0x01:pause 

0x02:power off 
0x03:running 

State feedback 
channels 

Hexadecimal value 

Original channel
value 

Hexadecimal value 
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A frame filter is designed here to filter eigenvector information from data frames 
with a high rate. The filter design is showed in Form 5. 

Form5. Data filter design 

Process Byte number Mask 
code 

Description 

1 1 0xFF Extract the first byte, whose low three bits maybe 
the high three bits of the frame length. 

2 4 0xFF Extract the length of this frame 
3 5 0xFF Extract the frame code. 
4 6 0xF0 Address type 
4 6 0x0F Address type 
4 7 0xF0 Address type 
4 7 0x0F Address type 
5 8 0xF0 Address description 
6 9~9+M 0xF…F Device address 
7 9+M~11+M 0xFFFF Data type 
8 11+M~17+M 0xF…F Report time/ GPRS Gateway clock 
9 17+M~18+M 0xFF Eigenvector type 
10 18+M~18+M+N 0xF…F Eigenvector value 

3.3 A Method to Capture Fault by Filtering Data Frame 

Form 6 is the recognize rule.To explain the process more clearly and detail, the 
filtering process is shown in the following fig2. Fig3 introduces recognition strategy 
respectively for GPRS gateway fault, because of space limit, device fault, record fault 
and actuator fault recognition strategy is not introduced here. 
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Form6. Recognize rule 

Data type Recognize parameter Recognize result 
GPRS 
Gateway 
state 

No GPRS connection GPRS offline 

GPRS 
Gateway 
state 

GPRS signal strength<16 
Communication error: low 
signal strength 

GPRS 
Gateway 
state 

SIM card service stopped or Reset times in 24 
hours>1 or Heart beat interval time>10minutes 

GPRS module exception 

GPRS 
Gateway 
state 

Reporting cycle> heart beat interval time Bad data integrity 
Device voltage<5  Low device voltage 
GPRS clock time difference>5 minutes Wrong GPRS clock 

Device 
state 

Device power off Device shut down 

Device 
state 

Device voltage as the high byte and energy type 
as the low byte 

<0x0502, solar pannel 
exception 

Device 
state 

Device voltage as the high byte and energy type 
as the low byte 

<0x0501,electric supply 
exception 

Device 
state 

Device voltage as the high byte and energy type 
as the low byte 

<0x0500,battery exception 

Device 
state 

Device reset time>1 in 24 hours M2M module exception 

Device 
state 

Signal strength<50 
Communication error:Low 
signal strength 

Device 
state 

Report time difference>5minutes Report delay 

Device 
state 

Not reported data count>200 in 24 hours Bad data integrity 

Record Report data value changeless 
M2M communication 
exception 

Record Report data value out the threshold Bad data rationality 
Record Unnormal report data value change rate Bad data rationality 
Record Report time difference>5minutes Report delay 

Record 
(Data count/heart beat count)/(Heart beat 
interval time/data collection cycle) 

>1,GPRS connection fault 

Record 
(Data count/heart beat count)/(Heart beat 
interval time/data collection cycle) 

<1,Bad data integrity  

Actuator 
state 

Actuator state code equals [0x02 0x00] or 
[0x03 0x00] 

Uncontrollable 

Actuator 
state 

Actuator state code equals [0x04 0x00] No response 

Actuator 
state 
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Fig. 2. Filtering process 

 

Fig. 3. GPRS Gateway Fault Recognition Strategy 

4 Simulation Experiment and Discussion 

4.1 Simulation Strategy and Build Simulation LAN 

To verify the strategy’s processing rate and accuracy, different personal computers 
with simulating IP addresses are regarded as the GPRS gateways to report collected 
data to remote server. The experiment LAN structure is shown in fig4. 

 

Fig. 4. Experiment LAN Structure 



www.manaraa.com

 A Fault Data Capture Method for Water Quality Monitoring Equipment 431 

The router simulate the GPRS service, simulate remote server is another PC, 
simulate remote server receive the data frame via TCP/IP protocol and telnet service, 
then decode and filter the data frames with programs based on the fault recognition 
strategy in chapter 3.3. The program are written in java and based on apache mina 
framework. 

4.2 Experiment Result and Evaluation 

1290 records of fault are found from working log of operation and maintenance team 
is used in the experiment. The program was divided into two executable jar file, 
namely Simulation Server and Simulation Gateway. Fig 5 to 6 shows simulation 
experiment process and result. 
 

  

Fig. 5. Handling process    Fig. 6. Result and evaluation 

The first experiment is to get the accuracy of the recognition method under 
different actual fault record ratio, and total records’ count is fixed to 200. The 
experiment result is shown in fig7. The second experiment is about the accuracy 
under different total record count, the result is shown in fig8.  

 

 

Fig. 7. Accuracy under Different Actual 
Fault Record Ratio 

Fig. 8. Accuracy under Different Total 
Record Count 
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The last experiment is to test the time-cost under different fault record count, as the 
strategy time-cost is mainly on recognized fault records’ handling, so this experiment 
change the fault record count and take the average fault records’ handling time as the 
time-cost evaluation parameter, total record count is fixed to 400. The average fault 
records’ handling time equals total handling time divides 400. The result proves the 
handling time is proportional to fault record count, as shown in fig .22.  

 

 

Fig. 9. Average time-cost 

4.3 Application Effect 

The recognition strategy was applied in the Water Quality Monitoring system 
developed by China Agricultural University, the program has been deployed on the 
remote server of the system since December, 2012, by now it recognized 246586 
records, and is still running on the server. Its high efficient, low time-cost and nice 
accuracy received praises of maintenance team. 

5 Conclusions 

The proposed pattern recognition method, based on data eigenvector and TCP 
transport protocol analyses the Water Quality Monitoring equipment 
comprehensively. The author designed the data transport protocol based on transmit 
rule, based on this transport protocol, the data filter is proposed. According to actual 
diagnosis experiment and knowledge, added threshold to the data filter, as a result, the 
filter is able to filter out data that beyond the threshold. A novel recognition method is 
proposed to handle fault data with high efficiency and low time-cost, the method is a 
combination of four strategies, the strategy is specifically, the method manage these 
strategies to cooperation more efficient.  

After 7 months’ application, program based on the proposed method performed 
well on Water Quality Monitoring system. Work logs and praises from maintenance 
team prove the method feasible and efficient.  

Nevertheless, because of the shortage of eigenvector analysis and filter design, 
recognition misses and errors exist, the method has potential to be improved better, 
further research should focus on the reduction of the recognition misses and errors. 
Moreover, relative diagnosis algorithm is necessary to be designed.  
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Abstract. The county science and technology workers are critical components of 
Chinese science and technology workers, playing an important role in science 
and technology application and popularization. Improving the skills for Internet 
use of Chinese county science and technology workers can promote the level of 
science and technology in our counties and towns and expand the way of 
transformation of advance scientific and technological achievements. This paper 
analyzes county science and technology worker Internet use and the determinants 
based on the Second National Survey data of county science and technology 
workers. The results show that, among all Chinese science and technology  
workers in counties, there are only 51% were proficient in Internet use while 
computer configuration, education, age, length of service are the crucial factors 
affecting their proficiency . Hence, three recommendations are proposed to 
improve the skills for internet use of county science and technology workers. 

Keywords: county, science and technology workers, internet use, determinants. 

1 Introduction 

Science and technology workers are those who are engaged in generation, 
development, dissemination and application of systematic scientific and technical 
knowledge, with corresponding scientific and technological work as their occupation in 
modern society. From the perspective of occupation, science and technology include 
scientific researchers, engineering technicians, agricultural technicians, health 
technicians and natural science teachers. Science and technology workers in our 
country are characterized by its large size and significant impact. With the increasing 
impact of science and technology innovation on the development of China, science and 
technology workers are also paid more and more attention by the public and also 
different talents projects are launched endlessly. 

                                                           
*Corresponding author. 
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County science and technology workers are the main component of Chinese science 
and technology workers, the main force in application and promotion of science and 
technology, and the important power of promoting the progress of science and 
technology, the development of regional economy and the construction of new socialist 
countryside. Counties consist of more than 90% of China’s land area and more than 
80% of China’s population. 

With the advancement of science and technology, computers and internets become 
popular. As to science and technology workers, under the background of knowledge 
"explosion" and information "flood", computer and Internet provide a vast information 
space and dramatically reduce science and technology workers’ workload. The 
powerful search feature of the Internet facilitates retrieving literature, and greatly 
improves the efficiency of scientific research. 

Currently, research on science and technology workers are all based on census data 
or survey data, involving all aspects of science and technology workers. According to 
the "Second National Survey of scientists " data, science and technology workers’ job 
satisfaction, views on academic misconduct, and status of participation in science 
activities were analyzed by Zhang Jian [1], Zhao Yandong [2], Xue Shu [3] et al. Based 
on questionnaire data, Lu Genshu [4] summarized the characteristics of social 
responsibilities of scientists, He Guangxi [5] analyzed the public evaluation and 
attitudes to science and technology workers. 

In the existing literature, Internet use and behavior have been studied mainly through 
descriptive statistics, nonparametric statistics and Logistic regression and other 
methods. Cao Rongrui [6] analyzed the purpose, behavior, and obsession status of 
Shanghai college students' Internet use via the questionnaire data. The determinants of 
Beijing residents’ Internet use were studied by Xu Meng [7] using hierarchical linear 
model. Research about determinants, consequence variables, and intervening or 
regulatory mechanism on Internet use were summarized by Wang Jinliang [8].Previous 
studies indicate that socio-demographic factors, family factors, regional factors, 
psychological factors, and other factors can affect personal Internet use behavior 
significantly. 

There are also many related research abroad. Education, gender, age, income, place 
of residence, broadband applications, and so on are consider as the most important 
factors of internet use in the study of Sciadas (2002) [9]、Singh (2004) [10]、Whitacre 
and Mills (2006) [11]. Larry McKeown（2007）[12]analyzed the factors associated with 
internet use in rural and small town of Canada. In 2005, only 58% of residents living in 
rural and small town areas accessed the Internet, well below the national average. 
Individuals that are older, those with lower levels of education and those living in 
households with lower incomes were less likely to have used the Internet.  Research 
has got deeply with the population of internet. Ohbyung Kwon(2010) [13] make an 
empirical analysis on the factors affecting social network service use, individual 
characteristics and psychological factors have been considered in. 

There are many studies on science and technology workers but research about 
Internet use has not been studied. Although there are many studies on Internet use, the 
observations in those studies use the Internet for both work and entertainment. A few 
observations use the Internet mainly for entertainment, especially the college students 
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in the study of Internet use behavior. As for science and technology workers, their 
purpose of using the Internet is to facilitate work and to improve productivity. 
Therefore, the study about Internet use and determinants of county science and 
technology workers is very necessary. 

2 Data Source and Methodology 

2.1 Data Source 

Data used in this study are the research data from the "Second National Survey of 
county science and technology workers". In order to understand the difficulties in work 
and life of county science and technology workers, the China Association for Science 
implemented and led the Second National Survey of work conditions of county science 
and technology workers in 2011, which involves 206 Counties of 31 provinces 
(autonomous regions and municipalities) in total. 12360 copies of questionnaires were 
issued and 18913 valid copies were returned. 

In this study, the county agricultural science and technology workers are divided 
into 5 groups, such as agro-technicians, health workers, engineering technicians, 
science teaching staff and student village officials. 

Agro-technicians: refers to those who are engaged in agriculture technology in 
companies or institutions, including senior agronomists (veterinarians, livestock 
engineers), agronomists (veterinarians, livestock engineers), assistant agronomists 
(veterinarians, livestock engineers), technicians and technical staffs without 
professional titles. 

Health technicians: refers to those who are engaged in medical work in companies or 
institutions, including licensed doctors, assistant practicing doctors，registered nurses, 
pharmacists，inspection technicians，imaging technicians，health supervisors and 
doctors (pharmacists, nurses, technicians) on probation and other health professionals 
and technical personnel without professional titles. 

Engineering technicians: refers to those who are engaged in engineering technology 
in companies or institutions, including senior engineers, engineers, assistant engineers, 
technicians and other technical personnel without professional titles. 

Natural Science teachers: refers to those who teach mathematics, physics, chemistry, 
biology, information technology, labor and technical and physical geography for 
primary education and secondary education (junior and senior); teachers  who are 
engaged in science, engineering, agriculture, medicine and other disciplines in 
educational institutions for vocational education (secondary, tertiary), higher 
education. 

Student village officials: refers to the fresh or previous college graduates, who 
served as the village party branch secretary, deputy secretary, committee director and 
assistant, or other positions of the village "two committees" in the rural areas (including 
community), or who engaged in secretarial, finance and accounting for rural credit 
cooperatives, science parks and other public service institutions. 
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2.2 Analytical Method 

The analyses of Internet use of county scientific and technical workers mainly uses 
comparative analysis and proportion analysis. The analysis of determinants is 
conducted by constructing Probit model and processing data via Stata 12.0. 

According to existing research, socio-demographic factors affect Internet use 
behavior significantly. Based on the previous studies and the data obtained in this 
survey, variables such as gender, age, length of service, education degree, job title, 
industry, nature of the enterprise/institution are considered as major factors affecting 
Internet use of county science and technology workers. Internet use is the dependent 
variable which is classified into two types, skilled and unskilled. Value is assigned to 
other variables. Table 1 shows the setting of the Probit model of every variable. 

Table 1. Probit model variable setting and definition 

Variable Name Value Definition 
dependent variable:   
Internet use 0，1 Skilled  = 1, unskilled = 0, no = 0 
Explanatory 
variables: 

  

worker to computer 
ratio 

0，1 ”one worker to one computer” = 1, one worker to 
multiple computers”= 1, no computer = 0  

gender 0，1 Male = 1, Female = 0 
age 1-6 Before 1950 =1，1950-1959= 2，1960-1969 =3，

1970-1979 =4，1980-1989 =5，After 1990 =6 
length of service 1-7 Less than 3 years =1，.3～5 years=2，6～10 years =3

，11～20 years =4，21～30 years =5，31～40 years 
=6，more than 41 years=7 

education degree 1-6 Junior high school and below = 1, senior high school /  
Higher vocational education/ technical secondary 
school= 2, junior college = 3，, undergraduate=4, master 
= 5 ，Dr.= 6  

Job title 1-5 senior = 1, sub-senior = 2, intermediate = 3, primary = 4, 
no title = 5 

Industry 1-5 agricultural technicians = 1，engineering technicians= 
2, health technicians = 3, natural sciences teachers= 4， 
student village officials= 5 

nature of the 
enterprise/institution 

1-7 government offices at low level = 1, fiscal funding 
institutions = 2, non-fiscal funding institutions = 3，
state-owned enterprises= 4, private enterprises = 5，
private non-enterprise= 6, social groups = 7 
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3 Empirical Analyses 

3.1 Basic Characteristics of Science and Technology Workers 

In the observations, 18,913 county science and technology workers, males and women 
accounted for 56% and 44%, respectively. As for age, in all observations, 31～50 age 
people accounted for 66%; 18～30 age people accounted for 27%; only 7% of people 
are over the age of 50. Corresponding to age, 34% of respondents’ length of service is 
from 11 to 20 years; 26% of the respondents’ length of service is from 21 to 30 years; 
and11% is from 6 to 10 years and under 3 years. It is observed that most of science and 
technology workers engaged in the same profession from the beginning of their career, 
since the proportion of 30 to 50 years old worker and the proportion of the workers 
with10 to 30 years length of service is similar. 

From view of the education background, 49% of the respondents are with 
undergraduate degree; 36% of the respondents are with junior college degree; only 2% 
of the respondents are with graduate or higher degree. In terms of the job title, most of 
the titles of respondents are intermediate and primary. The proportion of these two titles 
were 36% and 28%, respectively and the proportion of sub-senior and senior were 10% 
and 4%, respectively. 

According to the industry, the proportion of agricultural science, health technicians, 
natural sciences teaching staff, engineering technicians and student village officials 
among the respondents were 26%, 24%, 23%, 21% and 5%, respectively. Except the 
student village officials, the proportion of science and technology workers in other 
industry personnel is closer. 

In the survey, the proportion of institutions is 79%, ranking top; the proportion of 
government departments is 12%, ranking second; the third is private enterprise, 
accounting for 5%; private non-enterprise, state-owned enterprises, community groups, 
and other units account for 4%. 

3.2 Internet Use of Science and Technology Workers 

Equipped with computer and Internet is precondition for using the Internet. Although 
computers and the Internet have been popularized in urban areas, some of science and 
technology workers in some rural areas cannot use the Internet due to the absence of 
computers and the Internet. Survey data indicate that 90% of science and technology 
workers are equipped with computers in the units, in which 88% have access to the 
Internet, that is 88% of the science and technology workers may use computer to surf 
the Internet. 

There are 63% of the respondents that share computes with others. Their work 
condition is poor. There are only 27% of respondents that are equipped with their own 
computers. For the access to the Internet, there are only 55% of respondents whose 
Internet use is unrestricted. In this case, among the investigated county science and 
technology workers, those who can access the Internet freely accounted for 49.5%. 
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In spite of poor work conditions and infrastructure, among all the investigated 
county science and technology workers, 51% of them believe that they are proficient in 
sending and receiving e-mail and searching information and data; only 7% are unable 
to access the Internet. Even though the popularity of the Internet technique of county 
science and technology workers is quite low, it will be improved with the further 
promotion of Internet technology. 

With regard to the person using the Internet skillfully, the proficiency is significantly 
different in gender. The proportion of female county science and technology workers 
who can use the Internet skillfully is higher than that of male. Female choosing "quite 
skilled" account for 51% of all female; male choosing "quite skilled" account for 50% 
of all male, while the proportion of male choosing "no" is 8%, 2% higher than that of 
female. 

The proportion of sciences and technology workers who can use the Internet 
skillfully in different industries varies. Specific conditions are shown in Table 2.We 
can observe that Internet use of engineering technicians and natural sciences teacher is 
better than that of agricultural technicians and health technicians, which is related to the 
characteristics of their industries. The proportion of persons using the Internet expertly 
among the student village officials is very high, mainly because the student village 
officials are mostly the generation after 80s and familiar with the Internet in school. 

Table 2. The computer configuration and Internet use of county science and technology workers 
in different industries 

Industry 
Agricultural 
technicians 

Engineering 
technicians 

Health 
technicians 

Science 
teachers 

Student 
village 

officials 
Average 

skilled 
user 

proportion 
47% 57% 37% 54% 85% 51% 

unskilled 
user 

proportion 
9% 5% 11% 6% 2% 7% 

3.3 Analysis of Determinants 

The Probit model was estimated via maximum likelihood estimation. The results are 
shown in Table 3. As we can see, influence of every variable on the dependent variable 
is significant except nature of the enterprise/institution. If one is male and equipped 
with computer, younger and with high degree and short work years, the more likely to 
access internet.  

Whether computers are equipped in enterprises/institutions is the most influential 
factor of county science and technology worker proficiency in Internet use. Increasing 
1% of the worker to computer ratio can increase the Internet utilization rate 0.67%. The 
financial difficulty and the fact that leaders overlook the importance of equipping 
computer result in that science and technology workers have no access to computers. 
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Hence, the possibility of using the Internet proficiently dramatically reduced. 
Increasing the worker to computer ratio is the most important factor of promoting 
Internet use of scientific and technology workers. 

Age is also an important factor affecting the Internet skill of county science and 
technology workers. The younger one has the higher possibility of using the Internet 
skillfully. The number of observation born before 1950 and born in 1950-1959 is small. 
In addition, behavior of two age groups is similar, so the simulated result is not 
significant. Because the rise of computer and internet is in the late 1990s and 
technology is changing rapidly, many technology workers, especially mid-aged, learn 
new things slowly. Also, since training of Internet technology in 
enterprises/institutuions and society is limited, some county science and technology 
workers are not proficient in using the Internet or unable to access the Internet by the 
limitation of their own internet skills, even equipped with computers and the Internet. 

The effect of work age and real age are similar, but directions are opposite. The 
longer one works, the lower possibility one is able to use the Internet. The one with long 
length of service learns new technology about the Internet slowly and inactively. 
Probably because the number of observation worked under 3 years and worked 
between 3-5 years is small and their behavior is similar, the results of two variables 
above are insignificant. 

Education degree affects the Internet use of county science and technology workers 
markedly. The higher one’s degree is, the higher possibility of one’s ability to use the 
Internet will be. Among 6 dummy variables of education degree, the variables of 
undergraduate and master degree have significant differences from junior high school 
and below and the other 3 variables are adverse.  Generally, those who are able to 
obtain higher degree are those with strong desire of knowledge and ability of learning. 
If this person has experience in using computers and the Internet after having a job, his 
desire of knowledge will be significantly stronger and speed of learning the Internet 
will be faster than the others. If the person has experience in using computer and the 
Internet in school, the higher his degree, the higher possibility of using the Internet 
skillfully will br. Requirement for Internet skills in school education is increasing in 
degree. 

Table 3. Probit model estimation results 

variable name Coefficient Std. Err. P>z 

PC configuration-1 0.6796  0.0500  0.0000  

Gender-1 0.0991  0.0288  0.0010  

Age       

2 0.1691  0.2808  0.5470  

3 0.5740  0.2765  0.0380  

4 1.0022  0.2784  0.0000  

5 1.3393  0.2831  0.0000  

6 1.2809  0.3452  0.0000  
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Table 3. (continued) 

Length of service       

2 -0.1081  0.0711  0.1290  

3 -0.1922  0.0698  0.0060  

4 -0.3618  0.0754  0.0000  

5 -0.3164  0.0839  0.0000  

6 -0.4838  0.1002  0.0000  

7 -0.5645  0.1330  0.0000  

Education degree       

2 -0.1453  0.1723  0.3990  

3 0.1892  0.1679  0.2600  

4 0.6238  0.1681  0.0000  

5 1.2816  0.2093  0.0000  

6 0.4764  0.4919  0.3330  

Job title       

2 0.0830  0.0436  0.0570  

3 -0.3513  0.0420  0.0000  

4 -0.1130  0.0407  0.0060  

5 0.0822  0.1495  0.5820  

6 0.2551  0.0945  0.0070  

Industry       

2 -0.0022  0.0791  0.9780  

3 -0.1924  0.0720  0.0080  

4 -0.3123  0.0766  0.0000  

5 -0.3149  0.0815  0.0000  

Nature of the 
enterprise/institution 

      

2 -0.0816  0.0536  0.1280  

3 -0.1674  0.0663  0.0120  

4 -0.2436  0.0955  0.0110  

5 0.0959  0.0825  0.2450  

6 0.2896  0.1950  0.1370  

7 -0.0576  0.1707  0.7360  

constant -1.2825  0.3404    

Log likelihood = -5582.7732 Prob > chi2  =   0.0000 

LR chi2(33)  =  2167.90 Pseudo R2   =  0.1626 
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4 Conclusion and Recommendations 

As an important mean of communication and research, Internet technology is an 
important skill which technical personnel need to have when science and technology 
becomes more and more important and changes rapidly. However, among the 
numerous county science and technology workers who make significant contributions, 
there is still a portion of them who are unable to use the Internet or to know little about 
Internet use and 51% of them think they can use the Internet skillfully. To improve the 
Internet skill of China's county science and technology workers is to enhance the level 
of science and technology in county and to advance the expanding way of 
achievements transformation. So, it is necessary to progressively enhance the Internet 
skills of county scientific and technical workers by effective means. 

Based on the analysis of determinants, the following suggestions are offered: 

（1）To better the work conditions for county science and technology workers, to 
increase worker to computers ratio, to achieve everyone has an access to a computer or 
one people per computer if possible. As long as appropriate hardware is sufficiently 
provided, science and technology workers will have the motivation and possibility of 
improving their Internet use skills. 
（2）To strengthen on-the-job training of county science and technology workers , to 

train them regularly and especially to train middle-aged and older ones about Internet 
use skills. Since the Internet emerges in a short time and develops rapidly, many people 
know about the Internet after having their first job. Mutual learning between colleagues 
is inconvenient but Internet related training organized by enterprises/institutions can 
work more effectively. 
（3）To improve the compensation incentive mechanism in order to encourage 

science and technology workers to make progress and to make more contribution. For 
some science and technology workers with longer length of services, who have made 
certain achievements, got some job titles and have little learning motivation, we can 
stimulate their learning enthusiasm so as to improve their Internet use skills by such 
methods as setting job grading, examining regularly, grading division results, and 
awarding the staff who got great achievement and so on. 
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Abstract. PH, DO,ORP, EC and water-level are important parameters of the 
aquaculture monitoring. But the high cost of foreign sensors and high-energy 
consumption of Chinese sensors make it impossible for wide use in China. This 
paper uses MCU STM8L152 to realize the ultralow power design. With simple 
hardware structure design, the cost of the multi-parameter sensor can be reduced 
.The experiment data of the multi-parameter sensor contrasting with the results 
obtained by Hach multi-parmeter meter, indicates that the sensor is reliable to 
monitor the water quality with low cost, high efficiency and good precision.  

Keywords: Multi-parameter, aquaculture in China, Ultralow power, Low cost. 

1 Introduction 

From the 1970s, the portable water quality analyzer has been appeared in Japan; the 
water quality on-line monitoring started to be used in 1980s [1-2]. However, the first 
water quality monitoring system was used in China in 1988, which was in inadequate 
due to various reasons: (i) most parts of the system were imported from the oversea; (ii) 
it was very costly for the maintenance in proper operation; (iii) it didn’t adapt to the 
aquaculture in China. 

With the transformation of Chinese agriculture from the traditional way to the 
modern way, the monitoring of water quality attracts more and more attention of 
Chinese researchers. For example, Sun has designed the online multi-parameter water 
quality analyzer; Zhang has finished the research on multi-parameter microsensor array 
[3-4]. All these things make a great progress of Chinese sensor technology. However, 
foreign corporations still take control of the sensor-market in China at present; for ion 
electrode of sensors is very mature and the foreign sensors have higher precision and 
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stability than Chinese sensors. But the high cost made it impossible that foreign sensors 
or analyzers are used in China widely. 

The on-line monitoring has advantages over traditional monitoring approaches such 
as sampling followed by laboratory analysis; the on-line monitoring can collect the data 
anytime and help to know the dynamic information of some element real-time. But data 
collection and management, energy efficiency still exist hindering the long-term using 
of on-line monitoring [5].A large variety of faults can impact on data quality, including 
sensors affected by aging, biofouling or leaking of internal solutions, or simply sensors 
with bad connections to the data collection device. What’s more, sensor networks 
should be focused on in order to realize the commercialization of multi-parameter 
sensor. 

This paper aims to present a multi-parameter sensor with online monitoring for the 
aquaculture in China, which makes the real-time monitoring come true with low cost, 
high efficiency and good precision. The multi-parameter sensor is based on advanced 
microsensor, microprocessor and smart data acquisition and transfer technology. As a 
result, pH, dissolved oxygen (DO), electrical conductivity (EC), oxidation-reduction 
potential (ORP) and water level can be measured. 

2 System Design  

2.1 Detection Principle 

There are many ways to get the information of water quality; for multi-parameter 
sensor, ion-selective electrodes and other physical electrodes are applied. So, only the 
detection principles about ion-selective electrodes and other physical electrodes are 
introduced here. 

Nernst equation is a mathematical description of an ideal pH or ORP electrode 
behavior [6-8]. It’s an important connection between the electric potential difference 
and the density of the active material in electrochemical system: 

 0 1

2

- ln i

i

aRT
E E

nF a
=                            (1) 

Where E is the single electrode reduction potential; E0 is the standard electrode r
eduction potential; T is the absolute temperature ( K ); R is the universal gas con
stant: R=8.31 J·mol-1·K-1; n is the number of moles of electrons transferred in the
 half- reaction; F is the Faraday constant, the number of coulombs per mole of el
ectrons: F= 9.6467×104  C·mol-1; αi is the chemical activity for the relevant speci
es, where αi1 is the reductant andαi2 is the oxidant. αi = Ci fi , where Ci is the con
centration of species i; fi is the activity coefficient of species i, when Ci is less th
an 10-3 mol·L-1, fi≈1. 

At room temperature (25℃ ), RT/F can be replaced by a constant, then we get 
Eq.(2):  
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Clark electrodes are widely used to monitoring the dissolved oxygen. When an 
appropriate polarization voltage is applied on the two electrodes, the dissolved oxygen 
can come through the polymer film and participate in the reaction at the cathode: 

Oxidation at the anode: 4Ag+4Cl-→4AgCl+4e- 

Reduction at the cathode: O2+2H2O+4e-→4OH- 

Overall reaction: 4Ag+O2+2H2O+4Cl-→4AgCl+4OH- 
Based on the Faraday’s law Eq.(3), the diffusion current is proportional to the 

oxygen concentration at a certain temperature when the electrode is selected. That 
means once we get the measured current, the oxygen concentration can be known [9]. 

5 /mi K N F A C P L= × × × × ×                      (3)                       

Where K is the constant; N is the number of moles of losing electrons in the reaction; F 
is the Faraday’s constant; Pm is the permeability coefficient of the film; L is the 
thickness of the film; A is the cathode area; Cs is the oxygen partial pressure(dissolved 
oxygen concentration) in the sample[10-11]. 

The measurement of electrode conductivity is based on the principle of electrolytic 
conduction. When electrodes are immersed in the solution with appropriate voltage, 
positive and negative ions in solution will move along the direction of electric field, 
which makes the solution become the conductor. The electric capability of conductor 
can be demonstrated by conductance or conductivity. The relationship between 
conductance (G) and conductivity (σ) is expressed by Eq.(4): 

1G=1/ R s / ( ) /l s lρ σ κ σ−= ⋅ = ⋅ = ⋅                 (4) 

Where R is the conductor resistance (Ω); l is the length of the conductor (cm); s is the 
cross sectional area of the conductor (cm2); ρ is the resistivity of the conductor (Ω·cm); 
κ is the constant relating to conductivity cell. 

Conductance is proportional to conductivity; in order to monitoring the conductivity 
of acquaculture water, we need to design the circuit and get the information of 
conductance. 

As we know, the deeper of water a probe locates at, the larger pressure it suffers. 
Piezoresistive pressure probe is based on Pascal’s principle [12]. When there is no 
pressure on the probe, there’s no output voltage. The output voltage increases with 
pressure if the probe is immersed in water. 

2.2 Hardware Structure Design 

In Fig.1, analog signals of water quality can be collected by detecting probes. However, 
chemical probe is sensitive to temperature changing and interfering ions can reduce the 
accuracy. Meanwhile, the limited range of microprocessor is exceeded by the analog 
signals if detecting probes are connected to the microprocessor directly. So we need the 
signal conditioning circuit to solve these problems. Not only should the signal 
conditioning circuit remove noise, but it can adjust the amplitude of analog signals. The 
signal conditioning circuit consists of operational amplifiers and some filter circuits. 
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Fig. 1. Schematic diagram of multi-parameter sensor 

In order to reduce the energy consumption of the multi-parameter sensor, ST’s ultra 
low power MCU STM8L152 is chosen to be a core processor. STM8L152 is integrated 
with 64 Kbytes of high-density embedded Flash program and 4 Kbytes of RAM. Its 
ultralow power consumption is 1μA in active-halt mode. STM8L152 can operate either 
from 1.8 to 3.6 V (down to 1.65 V at power-down) or from 1.65 to 3.6 V[13]. All these 
features make the microprocessor suitable for ultralow power sensor. What’s more, 
analog to digital conversion chip is embedded in STM8L152, which makes it possible 
of converting analog signals from signal conditioning module into digital signals. 
What’s more, up to 28 analog channels are very helpful for following study. With 
energy management module, microprocessor can control the power supply for each 
probe, preventing the noise by disturbances. 

The spreadsheets (TEDS) in the flash of STM8L152, which store the channel 
information and calibration parameters, are designed to realize self-identification, 
self-diagnosis and self-calibration of the multi-parameter sensor. The communication 
interface module can be RS485 bus or GPRS, which is wildly used to communicate 
with PC monitoring plat. When monitoring values exceed the warning values, alarm 
signal is emitted by the alarm module. Moreover, the energy management module can 
provide stable voltage for detecting probes, signal conditioning circuit and alarm 
module. Rechargeable batteries and solar energy as the power are alternative energy 
methods. 
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2.3 Description of System Program   

Software flow chart of the Multi-parameter sensor’s system is shown as Fig.2. 

Start of the System

Initialization

Self-diagnosis

Ultralow 
Power mode

Data 
Processing

PC 
Monitoring 

Plat

Data 
Acquisition

Interrupt 
TriggeringData transfer

 

Fig. 2. Multi-parameter sensor’s system program 

The Multi-parameter sensor’ system program is composed of the main program and 
interrupt service program. The purpose of the main program is to finish the 
initialization after system power on. Whether the supply voltage holds in a proper range 
can be tested by the self- diagnosis program of the main program. Meanwhile, the main 
program also can diagnose the nature of detecting probes and other faults of 
multi-parameter sensor. After the initialization and self-diagnosis, the device can 
operate normally. Then power supply of peripheral devices is stopped by the 
microprocessor and all the idle ports are placed on a high or low level simultaneously, 
which means the system enters into interrupt service program (ultralow power mode). 

Ultralow power mode is designed to improve the energy efficiency. The focus of 
ultralow power mode is on interrupt triggering caused by PC monitoring plat. When 
collecting the data, the microprocessor executes the instruction of data acquisition sent 
by PC monitoring plat via either RS485 bus or GPRS. Then peripheral devices get the 
power supply; with controlling the power supply for each probe, microprocessor can 
acquire analog signals. After converting analog signals into digital signals, the data will 
go through compensation calculation and calibration calculation so as to get actual 
values. If actual values exceed the warning values, alarm signal is emitted by the alarm 
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module. When finish the data acquisition, the system is back to ultralow power mode. 
What’s more, system parameters and sensor calibration can be realized through serial 
ports. 

3 Results and Discussion 

3.1 Preparation of the Experiment  

The standard solutions of pH 4.00, 6.86 and 9.18 were prepared for verify the 
multi-parameter sensor’s reliability and accuracy. So the electronic analytical balance 
of Denver TP114 was purchased from America. The potassium hydrogen phthalate 
(KHC8H4O4) of 10.12 g was dissolved in distilled water and diluted to 1000ml with a 
1000 ml volumetric flask, when the buffer at pH 4.00 was made. Before use, the 
distilled water boiled for 15~30 min in order to remove the carbon dioxide in the water. 
For the buffer of pH 6.86, the potassium dihydrogen phosphate (KH2PO4) of 3.39 g and 
anhydrous di-sodium hydrogen phosphate (Na2HPO4) of 3.35 g were dissolved in 
distilled water and diluted to 1000ml. The borax of 3.80 g is dissolved in distilled water 
and diluted to 1000ml in order to get the buffer at pH 9.18. 

High-low temperature test chamber of Surui RGDJ-100, high precision water bath of 
Jinghong DKB-501S and Hach HQ40d multi-parmeter meter were purchased for the 
experiment. The conductivity of standard EC solution depends on the mess of KCL, so 
precious weighing is needed. With Denver TP114, standard EC solutions of different 
conductivity were prepared. 

Table 1. Required mess of KCl for standard EC solution (20℃) 

Standard EC ( mS/cm ) 15 25 40 60 

KCL(g) 5.0442 8.588 14.0072 21.3669 

 
The standard solution of hydroquinone is a very reliable material for verifying the 

accuracy of ORP measurement. Three portions of 10 g hydroquinone were respectively 
dissolved in the buffer of 1000 ml at pH 4.00, pH 6.86 and pH 9.18; meanwhile, there 
should be some solid hydroquinone guaranteed the saturation condition of the solution. 
Precise ruler was used as the criteria for the measurement of water level. 

3.2 Characterization and Validation of the Multi-parameter Sensor 

The multi-parameter sensor and Hach HQ40d multi-parmeter meter were put into high 
precision water bath of Jinghong DKB-501S. The amount of DO was measured per five 
degree centigrade increase. From Table 2, the accuracy of the multi-parameter sensor 
with DO probe is less than 1%, which means the multi-parameter sensor can be applied 
to monitor the amount of DO in the field. 
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Table 2. Detection accuracy of the multi-parameter sensor with DO probe 

Temperature (℃) Reference value (mg/l) Measured value(mg/l) Relative error( % ) 

5 9.97 9.88 -0.90% 

10 9.16 9.12 -0.44% 

15 8.88 8.86 -0.23% 

20 8.50 8.49 -0.12% 

25 6.93 6.95 0.29% 

Table 3. Detection accuracy of EC in different temperatures 

Temperature 
(℃) 

Reference value 
(mS/cm) 

Measured value  
(mS/cm) 

Reference value  
(mS/cm) 

Measured value  
(mS/cm) 

5 15 15.32 40 39.82 

15 15 15.16 40 40.51 

25 15 15.28 40 40.06 

35 15 15.22 40 40.72 

5 25 25.43 60 61.27 

15 25 25.21 60 60.62 

25 25 25.20 60 60.31 

35 25 25.10 60 60.43 

Table 4. Detection accuracy of pH in different temperatures 

Temperature (℃) Standard solution Measured value Relative error 
10 4.00 4.03 0.03 
20 4.00 4.05 0.05 
30 4.02 4.04 0.02 
10 6.85 6.85 0 
20 6.88 6.87 -0.01 
30 6.85 6.87 0.02 
10 9.33 9.22 -0.11 
20 9.23 9.27 0.04 
30 9.14 9.31 0.17 

Table 5. Detection accuracy of the water-level  

Reference value (m) Measured value(m) Relative error(%) 

7.67 7.62 -0.65% 

5.68 5.63 -0.88% 

7.49 7.42 -0.93% 

6.50 6.54 0.62% 

6.93 6.95 0.29% 

7.82 7.87 0.64% 

8.54 8.49 -0.59% 
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Table 6. Detection accuracy of the ORP 

pH 
Reference value 

(mV) 
Measured value(mV) Relative error( mV ) 

4.02 218.5 219.0 0.5 

6.90 59.0 58.3 0.7 

9.21 -76.5 -76.1 -0.4 

 
At the same way, the multi-parameter sensor and standard EC solutions in 

DKB-501S had shown the detection of EC. The values measured by the 
multi-parameter sensor were found to be in a good agreement with standard solutions. 
Measurement error is less than 1mS/cm as shown in Table 3. DKB-501S can guarantee 
the precision of the measurement thanks to isolating solutions from the atmosphere. 

In Table 4, Standard solution means the standard solutions of pH 4.00, 6.86 and 9.18. 
Besides, the experiment was performed in high-low temperature test chamber of Surui 
RGDJ-100. When the temperature increases every time, one hour is needed to get the 
stable and reliable data. At the room temperature, the maximum error of the 
multi-parameter sensor with pH probe is 0.05. Relative error of the multi-parameter 
sensor with water-level probe is less than 1% and relative error of the multi-parameter 
sensor with ORP probe is less than 1mV, from Table 5 and 6. 

All these results demonstrated the reliability, accuracy and sensitivity of the 
multi-parameter sensor for online monitoring with pH, DO, EC, ORP and water level, 
which means compensation calculation and calibration calculation are effective to get 
actual values. So the multi-parameter sensor we designed can be used for online 
monitoring the aquaculture in China with acceptable errors. 

4 Conclusion 

It has been demonstrated that a multi-parameter sensor with online monitoring for the 
aquaculture in China is designed. The multi-parameter sensor makes the real-time 
monitoring come true with low cost, high efficiency and good precision. Detection 
principles of water quality are introduced in this paper. 

In particular, STM8L152 is chosen to be a core processor embedding analog to 
digital conversion chip, which simplifies the system’s design. What’s more, active-halt 
mode of the chip is helpful the ultralow power design. In addition, compensation 
calculation and calibration calculation guarantee the accuracy of data. With energy 
management module, microprocessor can control the power supply for each probe, 
preventing the noise by disturbances. With simple hardware structure, the cost of the 
multi-parameter sensor is very low, which means the multi-parameter sensor can be 
used in China widely.  
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Abstract. Ammonia concentration is the major parameter to evaluate livestock 
breeding farms atmosphere quality and it also is regarded as the key indicator to 
describe the production of livestock breeding farms. Based on the oxidation 
characteristics of ammonia, this paper presented a new intelligent detecting 
instrument, the intelligent ammonia sensor, for the measurement of ammonia 
concentration, which used the microcontroller STM8L152 as the key control 
module. However, the TEDS module, which is useful to self-identification, 
self-diagnosis and self-calibration of ammonia sensor, is in the flash of the 
STM8L152 and only if the STM8L152 conveys the warning signal to the alarm 
module, will the alarm module starts the worker loop.  

Keywords: ammonia concentration, livestock breeding farms, intelligent 
sensor, STM8L152. 

1 Introduction 

Ammonia is a valuable chemical product and material due to its numerous 
applications in the environmental protection, clinical diagnosis, industrial processes, 
food processing, and power plants [1-5]. However, it is a kind of colorless gas with a 
special odor which is very harmful to human body and livestock. The investigation 
results show that ammonia can result in serious economic losses by irritating the 
livestock’s respiratory system, which may cause abortion or neonatal malformations 
such as birth defects, retinitis, and brain damage [6]. In livestock breeding farms, a 
large amount of ammonia is released through ammonification, a series of metabolic 
activities that decompose organic nitrogen like manure from livestock [7]. It is 
performed by bacteria and fungi. The released ammonium ions and gaseous ammonia 
will be converted to nitrite and nitrate by bacteria [8]. The worldwide ammonia 
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emission resulting from livestock is approximated to be 20–35 Tg/year [9]. Therefore, 
an effective method for monitoring ammonia is badly needed for the livestock 
breeding farms environ-mental measurements and control. The numerous efforts have 
been paid to developing ammonia sensors and many scientific papers have been 
written concerning ammonia sensors for different domain using several sensing 
principles. However, there is no adequate research on intelligent ammonia sensor for 
livestock breeding farms in China, because of following reasons: (I) farmers don’t pay 
attention to the ammonia; (ii) the high cost of ammonia sensor makes it hard to afford; 
(iii) it does not adapt to the Chinese livestock breeding farms. 

With the development of technology and Precision Agriculture, more and more 
Chinese scientists and research workers pay attention to monitoring ammonia for 
livestock breeding farms. Among the various sensors, electrochemical sensors have 
many advantages, such as miniaturization, low cost, rapid response, the inherent high 
sensitivity, and selectivity [10]. Besides, on-line monitoring has advantages over 
traditional monitoring approaches on sampling followed by laboratory analysis, 
because on-line monitoring can collect data anytime and help to know the dynamic 
information of some element in real-time. But data collection and management, 
energy efficiency still exist hindering the long-term using of on-line monitoring [11]. 
Nowadays, foreign corporations still take control of the sensor-market in China. 
Foreign ammonia sensors are very successful and they are of higher precision and 
stability than Chinese sensors. But high cost made it impossible for the foreign 
sensors to be widely used in China. Therefore, electrochemical ammonia sensors 
which can be used in on-line monitoring for livestock breeding farms are worth 
developing. 

This paper aims to present an intelligent ammonia senor for livestock breeding. 
With the conditioning circuit, the noise of the ammonia can be reduced, which 
precision can be guaranteed. The low cost of design makes the long-term monitoring 
come true. By using microprocessor and advanced transfer technology, the volume of 
the ammonia sensor can realize mini-type. As a result, NH3 concentration and the 
temperature can be measured. 

2 System Design 

2.1 Detection Principle 

There are two ways, current mode and potentiometric mode，to get the information 
of ammonia concentration. For intelligent sensors, current mode is applied for lower 
cost. So, only the detection principles about current mode are introduced here. 
Ammonia sensors of current mode are based on the principle of potentiostatic 
polarization method [12] which means response current is measured by excitation 
voltage .The working principle, structure design and critical fabricating technology of 
ammonia sensor with three-electrode structure are introduced as follow. 

The sensor consists of three electrodes – sensing electrode, negative electrode and 
reference electrode which are separated by a layer of electrolyte thin film and 
connected by an external low impedance circuit. The oxidizing reaction of ammonia 
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is on the surface of sensing electrode and the reaction generate an internal current 
between sensing electrode and negative electrode. The current value is related to 
ammonia concentration so that the ammonia concentration can be detected while 
connecting a load resistance to external circuit. The function of reference electrode is 
keeping electromotive force stable. Besides, no current flows through reference 
electrode so that each voltage of electrode could be remained stable. In conclusion, 
three electrodes is made for the intelligent ammonia sensor for livestock breeding 
farms in China, which was due to various advantage: (I) the intelligent ammonia 
sensor has a greater measuring range; (ii) it is no different of polarization; (iii) the 
output could be keep linear. When an appropriate polarization voltage is applied on 
the sensing electrode and negative electrode, the ammonia can come through the 
polymer film and participate in the reaction at the negative electrode: 

Oxidation at the sensing electrode: 12NH3+I2+6H2O→2IO3
-+12NH4

++12e- 

Reduction at the negative electrode: 3O2 +6H2O+12e-→12OH- 

Overall reaction: 12NH3+I2+12H2O+3O2→2IO3
-+12NH4

++12OH- 

Based on the Faraday’s law Eq. (1), the diffusion current is proportional to the 
ammonia concentration at a certain temperature when the electrode is selected. That 
means once we get the measured current, the ammonia concentration can be known 
[13].  

5 mi=K N F A C P / L× × × × ×                          (1)                       

In this equation, K represents a constant, while N represents the amount of 
electrons in the reaction, F represents the Faraday's constant, A represents the cathode 
area, C5 represents ammonia partial pressure in the sample, Pm represents the 
permeability coefficient of film, and L represents thickness of the film [14-15].  

Eq. (2) is a mathematical description of an ideal ammonia concentration or ORP 
electrode behavior. It’s an important connection between the electric potential 
difference and the density of the active material in the electrochemical system: 

1/ (1 C)log
e

S K= −
                           

(2)
 

Where：S is output signal, K is the constant, and C is ammonia concentration. Eq. 
(2) shows that the signals are nonlinear. In most cases, the bias can be ignored and it 
can be compensated if needed. 

In order to monitoring the ammonia concentration of livestock breeding farm, we 
need to design the circuit and get the information. 

2.2 Hardware Implementation 

2.2.1   System Design 
In Fig.1, the ammonia sensor consists of 10 modules and their relations and functions 
are explained as following. 

First of all, the power modules supply electricity to the entire system. Then NH3 
concentration can be collected by NH3 detecting probes while TEMP detecting probe 
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is collecting temperature to achieve temperature compensation of NH3 concentration. 
As NH3 probe need steady current source and TEMP probe need AC current source, 
excitation signal source consists of 2 modules which provide different sources for two 
probes. The signal conditioning circuit, which consist of V-I Converter-amplifying 
circuit and filtering-amplifying circuit, can remove noise and adjust the amplitude of 
analog signals. The core processor of sensor is MCU STM8L152 with 64 Kbytes of 
high-density embedded Flash program and 4 Kbytes of RAM. Moreover, the MCU 
controls the normal operation of the rest modules. 

The TEDS module, which is useful to self-identification, self-diagnosis and 
self-calibration of ammonia sensor, is in the flash of the MCU. Communication 
interface module, which is important to communicate with ammonia sensor, is also 
controlled by the MCU. Only if the MCU convey to alarm module the warning signal 
will it start the worker loop. Energy management module, which is controlled by the 
MCU, is designed to make the voltage of the power module stable.  

 

Fig. 1. Schematic diagram of intelligent ammonia sensor 

2.2.2   Circuit Design 
The circuit of intelligent ammonia sensor is designed into Integrated Circuit. The 
ammonia probe adopts the techniques of three-electrode. A very important point of 
the circuit is the inverse relationship between the circuit noise and response time. In 
order to get the best precision of the sensor, the optimal between the circuits with loop 
voltage is less than 10mV. What’s more, fast response speed can be guaranteed with 
least resistance of the circuit. The reference electrode and the induced electrode 
should be shorted to make sure the sensor is in the state of preparation for work; so 
the field-effect transistor is used for connecting reference electrode to the ground. 
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2.3 Description of Software 

Intelligent ammonia sensor has modes of working: waiting mode of ultralow power 
can realize the energy saving; data acquisition mode can get the precise ammonia 
concentration. With the channel information and calibration parameters in the 
ferroelectric memory, the style of probe, the serial number and data-structure can be 
identified. What’s more, the self-diagnosis program can also judge whether the 
intelligent ammonia sensor works normally. Waiting mode of ultralow power aims to 
improve the system efficiency; the data acquisition need to be triggered by the 
external signal. In data acquisition mode of STM8L152, the embedded 
analog-to-digital conversion is good for the simplification of system design. Single 
conversion mode is adapted to converter the analog data into digital data. In order to 
guarantee the conversion precision, the average value of 100 conversions is regarded 
as the measurement result.  

 

Fig. 2. Intelligent ammonia sensor’s system program 

System task is triggered by the serial port to receive external trigger signal occurs. 
And the signal is collected by following pathways: the host computer via RS485 bus, 
using the microcontroller’s serial port to send data acquisition command, the sensor 
probe under the control of the microcontroller upload the collected data to the 
microcontroller and the resulting actual measured value of each parameter. If the 
measured value exceeds the preset alarm value, the alarm means generates an alarm 
signal.  Additionally, the system can also accept serial signals, setting parameters, 
sensor calibration.  
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3 Result and Discussion 

3.1 Preparation of the Experiment 

The gas of ppm N 5, 10, 25, 50, 75 and 100 were prepared for verify the sensor’s 
reliability and accuracy. The text space is a seal box of constant volume. At the same 
pressure, the concentration of ammonia can be controlled by changing the discharging 
time. The required discharging time for standard NH3 concentration results as shown 
in Table 1. Two pairs of Chinese brand ammonia sensors were prepared for 
comparative experiment. 

Table 1. Required discharging time for standard NH3 concentration (20℃) 

Standard NH3 

concentration ( ppm) 
0 5 10 25 50 80 100 

Time 

( second) 
0 8 16 40 80 128 160 

3.2 Comparative Experiment with Chinese Brand Ammonia Sensors 

At the completely same qualification, we conducted a systematic controlled trials 
comparing various performance. As can be seen in table 2，the experiment proved 
that the intelligent ammonia sensor had less reaction time and recovery time. 
Moreover, the experiment showed that the ammonia sensor had a better accuracy and 
it can be competent to survey the livestock breeding farms. 

3.3 The Effects of External Stress 

A sudden pressure change on the process of sensor detection generates an instant 
response, and then the peak signal falls immediately. To solve this problem, a 
restrictor will be placed in front end of the sensor. The experiment showed that the 
sensor could conquer the effects of external stress completely. And the specific data is 
simple so that it can be shown from table 2. 

Table 2. Experiment of standard NH3 concentration (20℃) 

Standard NH3 

concentration ( ppm) 
0 5 10 25 50 80 110 

Experiment value 

( mV) 
5 63 146 295 591 947 1106 

Comparative value 1 

 ( ppm) 
0 7.88 11.88 26.25 49.9 74.68 108.13 

Comparative value 2 

 ( ppm) 
0.08 3.3 7.6 21.03 58.13 73.31 91.25 
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3.4 Calibration of the Ammonia Sensor 

The demarcation curve can be obtained from Table 2, shown as Fig. 3. Least square m
ethod is used for curve fitting in this paper. The fitting formula is Eq.3. 

                               y=0.083(x-5)                      (3) 
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Fig. 3. Output character of intelligent ammonia sensor on 20℃ 

3.5 Characterization and Validation of the Intelligent Ammonia Sensor 

From table 3 we can get the conclusion that the accuracy of the intelligent ammonia 
sensor is less than 5%, which means the intelligent ammonia sensor can be applied to 
monitor the ammonia concentration of livestock breeding farms because the accuracy 
of the intelligent ammonia sensor is satisfied for the livestock breeding. So 
compensation calculation and calibration calculation are effective to get actual values. 

Table 3. Characterization and Validation of the intelligent ammonia sensor (20℃) 

Standard NH3 

concentration ( ppm) 
0 5 10 25 50 80 100 

sensor value 

( ppm) 
0 6 9 27 48 83 104 

4 Conclusion 

In this article, we carefully studied the detection methods for measuring the ammonia 
concentration, designed a low-power, low noise, high speed, intelligent ammonia 
measuring device. 

(1) The system chose STM8L152 microcontroller as the core of the detection control 
unit, its rich pin function and the built in functional unit simplify the system’s 
design, which improved stability and anti-jamming capability of the system. 
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(2) The system choose single-chip PWM as output control, and other functional units 
selected low-power devices for designing, which effectively reduced the system 
power consumption. The overall average power consumption of the system is only 
0.03W. 

(3) As can be seen from the experimental data of the system repeatability tests and 
linearity tests, the system has good linear consistency no matter how low or high 
the concentrations of ammonia is. 
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Abstract. In this paper, through using Pro/Toolkit to do secondary development 
of Pro/E, it completes the parametric modeling of every key parts of rice and 
wheat combined harvester chassis by using the object-oriented technology, and 
combines with Microsoft Access database to store the relevant knowledge. 
Meanwhile, it collects lots of related knowledge about rice and wheat combine 
harvester chassis from various channels and establishes a knowledge base of 
key components of the chassis after sorting them which can achieve the 
purposes of rapid designing chassis. 

Keywords: Knowledge base, Agricultural machinery chassis, Parametric 
modeling, Secondary development. 

1 Introduction 

In recent years, product development gradually transformed from the data intensive to 
knowledge intensive which will make the CAD system develop towards digitization, 
integration and intelligent direction. [1] As a creative and complex activity, product 
design needs a lot of knowledge, a large number of historical data query, parts typical 
structure, process plan, evaluation results of manufacture and test, calculation 
parameters and performance test parameters. The knowledge is scattered storage in 
each designers’ minds, drawer and archives which can not be merged into geometric 
model in traditional CAD system. So it is impossible to realize the reuse of 
knowledge-based resources that reduces design efficiency greatly. [2] 

Knowledge-Based Engineering (KBE) technology is a new intelligent design 
method towards modern design requirements. [3] With the technology of parametric 
design based on knowledge we can greatly improve the design speed, improve 
product design quality reduce the research cost and shorten the development period. 
The knowledge base is both the foundation of applying all kinds of design knowledge 
and also the key technology which can realize the knowledge based CAD system. [4] 
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The knowledge base supports rapid design, knowledge reuse and sharing in the 
process of product development. By using the object-oriented technology to realize 
the parametric modeling of every key parts of rice and wheat combined harvester 
chassis, using Pro/Toolkit to realize the secondary development of Pro/E and 
combining with Microsoft Access database to store the relevant knowledge, this paper 
designs the knowledge based parameterized CAD system of wheat and rice combine 
chassis.    

2 The General Structure of Chassis Parameterized CAD 
System 

2.1 The Main Idea of Parametric Design 

In the process of the traditional design, geometric model of parts is fixed size, so it is 
complex to modify the shape of parts that even a small detail modifications need re-
drawing. The product structure is determined in the process of parametric design. It 
designs different specifications of the products according to different structure 
parameters which are determinate by specific conditions and specific parameters. Its 
basic task is to replace the formal parameters of original graphics with the one 
concrete structure parameters that accord with the graphics we should design. Its 
concrete structure parameter is in correlation with specific products. 

The basic process of the program parameters design includes that: creating original 
graphics, determining the graphic parameters, determining the relation between the 
original graphics parameters and the specific structure parameters by professional 
knowledge, completing the design drawings and related documents. The whole 
process requires a database and database management system to storage and 
management the various kinds of data and graphics. By using the technology of 
parametric design can easily modify graphics. And designers can also inherit the 
experience and knowledge of past design. Then designers can concentrate on creative 
concept and overall design to give full play to creativity and improve the efficiency of 
design. 

2.2 System Synthesis 

The system consists of three modules, as shown in Figure 1. They are the parametric 
module of Pro/E, the parametric module based on knowledge, database management 
module of Access database. The Pro/E module includes the creation of three-
dimensional model and the implementation of model parameter-driven. The 
parametric module based on knowledge includes the parametric design verification 
module, product examples and specific model, the knowledge of parameters variation 
and parts constraints. The database management module of Access database includes 
system authority management, model base management and database management. 
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Fig. 1. Parameterized CAD system of wheat and rice combine chassis 

2.3 The System Overall Design Concept 

Create three-dimensional models by interactive mode and build design parameter 
under Pro/E. Then retrieve the design parameters of models and provide editing 
functions of parameters and regeneration functions of the new three-dimensional 
model according to the new design parameter. 

Parts parameters library

Database Interface

Parts model library

Parts invoking Parts parameter matching Parts management

Visual Studio 2008 user interface

DLL chaining

Pro/E
 

Fig. 2. The knowledge based parameterized CAD system  

By using Microsoft Access as the database, parts model library and parts 
parameters library which store two-dimensional models, three-dimensional models 
and parts related knowledge, parameter respectively are established in this system. 
The database connects to Visual Studio 2008(VS) by the corresponding database 
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interface and realizes parts invoking, parts parameter matching and parts management 
by programming with the language of Visual C++. Through the MFC programming 
under VS, this system creates a user interface to facilitate the operation and 
management of parts. Meanwhile with the Pro / E links to VS via DLL mode, we 
complete the Microsoft Access database, VS and Pro / E tripartite interaction and 
achieve the overall design of the system. 

The knowledge based parameterized CAD system is shown as Fig.2. 

3 The Realization of Knowledge Based Parameterized CAD 
System 

The system mainly includes two aspects: parameterization implementation and 
database connectivity. Interactively create parts of original three-dimensional model, 
and use the parameter setting function of Pro/E to establish the design parameters and 
dimension relations under the Pro / E. And then establish the correlative forms in the 
Microsoft Access relational database.  Using Visual C++ to map a Crecordset class 
object for interactive, then retrieve the design parameters of the model by the 
Pro/Toolkit application, finally input parameters and regenerate the model according 
to the data source object. The Access database and Pro/E is connected via VS2008 
platform. 

3.1 The Realization of Parametric System 

Using Pro/Toolkit procedure development technology to carry on secondary 
development in Pro/E, this method consists of four steps: 

1. Write source files (Source code and resource files) 
2. Compile and link, create the executable file (DLL or EXE) 
3. Register Pro/Toolkit application 
4. Run the application 

3.2 Database Connection 

3.2.1   Establish the Database Tables and Data Sources 
Design a data table by Microsoft Access, as shown in Table1. 

Table 1. The model file directory 

Field Name Field Type Notes 

Number AutoNumber As the primary key, documents identification  

File Name text File name, including the extension operator 

Path text The storage path of documents 
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After design data tables, create a new data source DB in Administrative Tools 
under the menu of Control Panel, and connect to the database created. The process is 
shown in Figure 3. 

 

Fig. 3. The connection process of data source 

3.2.2   Create MFC Program and Design Dialog 
Build a new MFC DLL program under VS, complete the basic setup and add 
Pro/Toolkit header files and initialization function user_initialize () and termination 
functions user_terminate () in the item master file. 

Add dialog resources in the menu of resources under VS. And add the appropriate 
button controls in the dialog box, complete ID and attribute settings. After finish 
designing dialog interface, double-click interface to generate CDBDlg dialog class. 

3.2.3   Set Up the Data Table Class 
In this paper, we connect databases by setting up the data table class using ODBC. 
Using CRecordset class to bind the data table, click [Add Class] under the menu 
[Project] in VS, select the MFC ODBC user and then choose the added data source 
DB, define the name of data class and complete the work of adding class. 

3.2.4   The Key Program Code of Connection 
Through the MFC programming, database is connected to Pro/E and the dialog 
function is completed, the key part of the code is as follows: 
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BOOL CDBDlg::OnInitDialog() 
{ 
 CDialog::OnInitDialog(); 
 //connect to database 
 if(!m_Set.Open()) 
 { 
  AfxMessageBox("Database connection failed！"); 
  SendMessage(WM_CLOSE,0,0); 
  return FALSE; 
 } 
 m_List.SetExtendedStyle(LVS_EX_FULLROWSELECT|LVS_EX_GRIDL

INES); 
 //insert column 
 m_List.InsertColumn(0,"Number",LVCFMT_LEFT,50); 
 m_List.InsertColumn(1,"FileName",LVCFMT_LEFT,80); 
 m_List.InsertColumn(2,"Path",LVCFMT_LEFT,150); 
    ShowList(); 
 return TRUE;  // return TRUE unless you set the focus to a control 
 // unusual: OCX Property page should return FALSE 

3.3 Application Example 

3.3.1   The System Interface 
This paper designs the knowledge based parameterized CAD system of wheat and 
rice combine chassis and realize the Microsoft Access database, VS2008 and Pro/E 
tripartite interaction. A screenshot of system interface is shown in Figure 4. 

 

Fig. 4. The system interface 
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3.3.2   The Knowledge Database 
This paper collects lots of related knowledge about rice and wheat combine 
harvester chassis from various channels and establishes a knowledge base of key 
components of the chassis after sorting it. The knowledge database consists of 
case library, rule library, parameter library and material library. Part of the 
knowledge of wheat and rice combine chassis is shown in figure 5. 

 

 

 

Fig. 5. Combine working parameters and engine parameters 

4 Conclusions 

Based on above studies, we develop a rice and wheat combine harvester chassis 
parametric knowledge base. The implementation of the system adopts four basic 
modules: the user interface module using VC++6.0 to develop with VS2008 as a 
platform, 3D model library module created by Pro/E, Pro/Toolkit program modules to 
achieve Pro/E system menu loading and parametric, knowledge base module in which 
the Microsoft Access as the database. 
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Abstract. Generic search engines have played a significant role in helping 
people locate their needed information on the web. However, they don't per-
form as desired on domain-specific queries. In this paper, we focus on the do-
main of agriculture and develop a novel search engine specifically for agricul-
tural disease prescription retrieval. In order to improve the performance of 
search for prescription documents, we exploit the domain-specific characteris-
tics embedded in agricultural disease prescription, and propose a domain-
specific query expansion approach as well as a BM25-based structural retrieval 
function. An intelligent search engine for agricultural disease prescription is 
then implemented based on the proposed retrieval model. User interfaces of the 
developed search engine are demonstrated. 

Keywords: Search Engine, Agricultural Disease Prescription, Query Expan-
sion, Information Retrieval. 

1 Introduction 

A document of agricultural disease prescription generally covers multifaceted infor-
mation about some agricultural disease, including symptom, transmission route, con-
trol method and etc. Given an appropriate piece of agricultural disease prescription, 
farmers are likely to know about the treatment plans, causes and other aspects of the 
agricultural disease he was encountering. Due to massive amounts of agricultural 
disease prescriptions on the web, search engine becomes an indispensable tool for 
farmers when looking for the right treatment plan. 

However, providing farmers with agricultural disease prescriptions of practical ap-
plication is not a trivial task. As an example, a farmer may expect to know about con-
trol methods of an agricultural disease he encounters during plant cultivation, by typ-
ing a keyword query describing the symptom to search engines; nevertheless, a docu-
ment containing extended yet repeated information about the input symptom is more 
likely to be returned than that containing information about control method. That is 
partly because most traditional information retrieval models are based on keyword-
match between user's query and candidate documents. However, when searching for 
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agricultural disease prescription documents, user's intent is not only embedded in the 
literal denotation of the query, but also dependent on the semantics associated with 
the initial query which is hard to be captured in the keyword-match retrieval schema. 

Table 1. An example of agricultural disease prescription document 

芹菜病毒病（Celery Virus Disease） 

一、症状（I. Symptom） 
  全株染病。初叶片皱缩，呈现浓、淡绿色斑驳或黄色斑块，表现为明显的黄

斑花叶，严重时，全株叶片皱缩不长或黄化、矮缩…… 
二、病原（II. Etiology） 
  由黄瓜花叶病毒（CMV）和芹菜花叶病毒（CeMV）侵染引起。两种病原引

起的叶症状相似。芹菜花叶病毒（CeMV）粒体线形，寄主范围窄，主要侵染菊

科、藜科、茄科中几种植物，病毒汁液稀释限点100～1000倍，钝化…… 
三、传播途径（III. Transmission route） 
  CMV和CeMV田间主要通过蚜虫传播，或通过人工操作接触磨擦传毒……  
四、发病条件（IV. Epidemic factor） 
  栽培管理条件差，干旱、蚜虫多发病重……  
五、防治方法（V. Control method） 
  主要采取防蚜、避蚜措施进行防治。其次是加强水肥管理，提高植株抗病能

力，以减轻为害。其他方法参见番茄病毒病……  

 
Compared with plain-text documents, an essential difference of agricultural disease 

prescription documents is that the passages therein typically play a clear role in de-
scribing different aspects of the corresponding agricultural disease, such as symptom 
and control method. The roles may be either provided explicitly by document authors 
just as the example shown in Table 1, or implied in the content of text. In other words, 
agricultural disease prescription document is essentially a type of structured document 
in which passages with their roles make up of the fields or components. Obviously, 
the performance of prescription retrieval would be promoted if the document structure 
embedded in agricultural disease prescriptions was exploited in a principled way. 

Based on the above observation, we propose a novel structural retrieval model and 
further develop an intelligent search engine for agricultural disease prescriptions. 
Specifically, we propose a field probabilistic model and a field associative model to 
formulate the structure information embedded in prescription documents, and incor-
porate the document structure into the prescription retrieval process through domain-
specific query expansion and structured BM25 retrieval function. The domain-
specific search engine is then implemented using Apache Lucene toolkit [1]. 
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2 Related Work 

2.1 Information Retrieval 

Information Retrieval (IR) has gained substantial research attentions due to massive 
amount of data emerging, especially on the web [2]. Traditional IR models such as 
vector space model, language model, probabilistic model and learning-to-rank [3], 
have become one of core functions of modern search engines. A key to IR models is 
to score a document against a user's query through evaluating how the document fits 
user's information need. 

If documents have structure more than plain-text, it would be hard to incorporate 
the structure information into traditional IR models because they are mostly devel-
oped for plain-text documents. Therefore, a number of retrieval models scoring doc-
uments through considering structure evidences, referred to as Structural Retrieval, 
have been proposed. A basic idea of structural retrieval is to combine the scores cal-
culated on each components within the document using traditional score functions 
[4,5]. More recently, structural retrieval models have found wide applications in job-
resume matching [6], question answering [7] and etc. However, to our knowledge, no 
work exists on adopting structural retrieval model for the structured agricultural dis-
ease prescription documents. 

2.2 Agriculture-specific Search Engine 

According to the statistics, by the end of 2009, there had been more than 30,000 agri-
cultural web sites on the Internet, which cover heterogeneous agricultural information 
about market trends, agricultural technologies and etc. Since generic search engines 
usually don't incorporate characteristics of agriculture domain, it is necessary to de-
velop agriculture-specific search engines to help farmer acquiring their interested 
information from the Internet. Key techniques of agricultural IR have been widely 
studied recently. As example, Huang [8] proposed an agriculture deep web entry dis-
covery algorithm to acquire agriculture-specific deep web resources; Zhou [9] fo-
cused on filtering the agriculture unrelated topic pages based on URL and content 
during web pages crawling. 

Several Chinese agriculture-specific search engines have been put into production, 
e.g. AgriSou [10], Sounong [11] and Agr365 [12]. There are also numbers of world 
wide agriculture-specific search engines: AgNIC (Agriculture Network Information 
Collaborative) [13] is a knowledge discovery system and collaborative platform for 
agricultural resource interchanging and searching supported by U.S. national agricul-
tural library; Agriscape [14] is an online directory on agriculture related information 
and provides a simple query interface. 

Most of the existing agriculture-specific search engines aim to retrieve various 
types of agricultural information such as farm price and agricultural news, which is so 
heterogeneous that embodies little common domain-specific characteristics; while we 
aim to develop an agriculture-specific search engine especially for one type of  
agricultural information, i.e., agricultural disease prescription. Furthermore, the  
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agriculture-specific search engine in the paper is developed based on a novel structur-
al retrieval model instead of tradition IR models. 

3 Architecture of Prescription Search Engine 

Figure 1 shows the architecture diagram of the developed agricultural disease pre-
scription search engine based on structural retrieval. There are mainly two compo-
nents: structure information model and structural retrieval function. The former aims 
to derive the structure information embedded in prescription documents that would 
contribute to retrieval accuracy; the latter then provides users with prescription docu-
ments with high relevance w.r.t. users' queries. 

In the following section, we will present the proposed structural retrieval model in 
details. Formally, let , ,  be a prescription collection composed of  
documents and assume every passages in a prescription document are tagged with one 
(or possibly a few) field  from a given field set , , . 

 

 

Fig. 1. Architecture diagram of the developed search engine 

4 Structural Retrieval Model for Prescription Search 

4.1 Structure Information Model 

Field Probabilistic Model 
Due to the different semantics of prescription fields, the affinities of a term with dif-
ferent fields are not necessarily always equal. For example, the terms yellow and 
patches would give a stronger hint on the symptom than other aspects of a disease, so 
it is necessary to pay emphasis on the symptom field when searching for the query 
term yellow patches. Therefore, we propose a Field Probabilistic Model (FPM) to 
infer field affinity for each term. 

A FPM is a multinomial distribution |  that attempts to capture the probabil-
ity of a field  when seeing a given term . By Bayes' rule, the posterior probability 
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|  can be computed by combining the prior probability of each field and the 
conditional term likelihood. That is, | | |∑ |∈                            1  

where  is the prior probability of field  observed in prescription documents 
and |  is the probability of seeing a term  in a given field . We estimate 
the both probabilities by collection statistics of a given prescription collection . 

Field Associative Model 
In agricultural disease prescription documents, there are often potential associations 
among field terms. Taking agricultural diseases with the symptom oozing black liquid 
as an example, if the control methods containing the terms quarantine and spraying 
suspension agent were found to be more effectual than that containing the term re-
moving weeds in related prescription documents, the documents with the term oozing 
black liquid in the symptom field, as well as the term quarantine or spraying suspen-
sion agent in the control method field, would be preferred for the query oozing black 
liquid. Therefore, we propose a Field Associative Model (FAM) to discover these 
strong inter-term associations. 

A FAM is a set of association rules [15] each of which is an implication of the 
form : , where both the antecedent and consequent are sets of terms. The 
utility of each rule is measured by two metrics, namely support and confidence. 

Support of a rule is defined as in a given prescription collection the percentage of 
documents where every terms in the rule are seen. It can be simply computed as the 
term set probability: ∪ . Confidence of a rule is the probabili-
ty of seeing terms in consequent in the prescription set where the terms in antecedent 
appear, i.e., | . 

Intuitively, high support of a rule implies that the rule covers a considerable part of 
the prescription collection, while high confidence implies that the terms in consequent 
are highly likely to appear if the terms in antecedent are seen. Therefore, in FAM, 
only the rules whose support and confidence satisfies minimum thresholds could be 
considered meaningful. Practically, we view a prescription document with its com-
posed terms as a piece of transaction data, and employ FP-growth [16], a frequent-
itemsets mining algorithm with high time and space efficiency, to mine FAM-rule 
candidate from the given prescription collection. 

4.2 Structural Retrieval Function 

Based on the above structure information models, we propose a prescription retrieval 
mechanism to provide users with proper prescription documents. In particular, we 
first propose a domain-specific query expansion approach to capture user's actual 
query intent, and then propose a score function that calculate relevance of prescription 
documents w.r.t. the expanded user's query. 
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Domain-specific Query Expansion 
Instead of employing traditional query expansion approach in generic IR, we leverage 
the derived structure information about agricultural disease prescriptions to uncover 
possible query intents behind query terms. The idea is to view FAM-rules as a pre-
scription knowledge repository composed of informational associations among term 
sets, and expand the query terms in antecedent of a FAM-rule by the terms in its cor-
responding consequent. 

Formally, given a set of FAM-rules : , , :  
and an initial user's query composed of  terms: , , , the expanded user 
query takes the following form: ∪                                                            2  

where  is the set of expanded query terms and   | ∈ , ∈ , ∈ ∧ ∈                               3  

Note that the terms  in the expanded user query  are assigned with different 
weights  according to the expanding confidence. Generally, for the terms ∈ , 1; whereas for the terms ∈ , ∑ ∈                                                    4  

where  is the set of FAM-rules according to which the term  is expanded and 
 is confidence of a given FAM-rule . 

As mentioned above, the field affinity of each term varies among prescription 
fields, which is depicted in FPM, we further structurally expand user's query using 
FPM to derive the underlying structure of users' search intent. 

Formally, given a set of prescription fields , ,  and a query Q , ,  expanded using FAM, the query further expanded using FPM can 
be written as: …, … ,

, … ,                                              5  

where each element ,  in the matrix indicates query intensity of the expanded 
query term  on the field , and , | . 

Prescription Score Function 
After expanded using FAM and FPM, user's query will be structurally represented as 
a matrix. It makes most traditional IR models difficult to be leveraged directly. In the 
paper, we extend the traditional BM25 model [17] to deal with the structured query in 
a natural way. The traditional score function of BM25 model is shown as follows: 
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, 1 ,1 | | ,∈ log 0.50.5      6  

where  and  are the term frequency function and the document frequency 
function, respectively.  and  are free parameters. 

However, for structured documents and queries, it would not be adequate to calcu-
late term frequency by simply counting occurrence of a term in a document. Thus we 
adapt the score function in BM25 model by revising the term frequency function. The 
idea is that an occurrence of some query term in a field is weighted by the field 
weight of that term. Assume that a prescription document is segmented according to 
prescription fields, i.e., , , , and each field of document  is viewed 

as unstructured text, term frequency of a term  1  in the structured query 
 is calculated as: , ,, ,                                      7  

Then, we substitute Equation 7 into Equation 6 and get the relevance score func-
tion for agricultural disease prescription retrieval. 

5 Implementation 

A search engine for agricultural disease prescription was developed based on the pro-
posed structural retrieval model. The indexing and retrieval function are implemented 
using Apache Lucene toolkit [1]. To construct prescription database for the search 
engine, we crawled web pages about agricultural diseases from several agricultural 
websites. For the pages in each individual website, a set of rules were manually de-
signed to extract the text of prescription and to segment the text according to prede-
fined prescription fields in {Symptom, Etiology, Pathogenesis, Infection_Way, Con-
trol_Method}. In total, there are 7903 prescription documents indexed in the devel-
oped search engine. 

Figure 2 shows the query interface of the developed search engine. The user can 
type his query in the top box on the view. Our search engine also supports facet 
search and each of the facets is a prescription field. Below the query box, the user can 
find the retrieved prescription documents ranked by the relevance score. Unlike ge-
neric search engines that return users with excerpts of relevant webpages, each result 
of the developed search engine lists excerpts of every prescription fields and a photo 
of that disease (if any exist). When the user clicks on the titles of retrieved results, the 
details of the corresponding agricultural disease prescription will be displayed in a 
pop-up window as show in Figure 3. All the information about the selected agricul-
tural disease is organized by the prescription fields. A navigation menu on the top-
right side of the view is designed to help user browse details of the prescription doc-
ument. We can roughly say that, through using our system, it would be much easier 
for farmers to locate their needed information in agricultural disease prescriptions. 
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Fig. 2. Query interface of prescription search engine 

 

Fig. 3. Detail display interface of prescription search engine 

6 Conclusion and Further Work 

In this paper, we developed a domain-specific search engine for agricultural disease 
prescription. To exploit the domain characteristic of agricultural disease prescription, 
we based the search engine on a novel structural retrieval model. The proposed re-
trieval model includes modeling structure information embedded in prescription doc-
uments, structurally expanding user's query and a structural retrieval function. We 
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constructed a real-world prescription collection and implemented the search engine 
using Apache Lucene toolkit. The search results are structurally organized in the user 
interface to facilitate user's information needs. 

As a primary effort in domain-specific search engine for agricultural disease pre-
scription, there is still much room for improvement. One direct and effective way to 
improve retrieval result is to enlarge the indexed prescription collection. In this way, 
more potential relevant prescription would be included in retrieval results. Besides, 
instead of BM25, we will leverage other recently proposed IR models, e.g. learning to 
rank, in this IR task. 
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Abstract. This paper uses the sensor convert animal myocardial contractile 
force into a voltage signal, which is collect by a MCU acquisition, transferred to 
the computer, using the PC visualization language VB compiled a data 
acquisition and processing platform, collected data can be stored into a 
computer, and real-time curve of the data changes is plotted at any time. 
Through testing the tissue engineered cardiac tissue strips micro contractility, it 
was proved that the platform operation is of stable performance, accurate data 
acquisition, processing method effective, the system can also be applied in other 
similar signal detection and acquisition and other fields. 

Keywords: tensile testing, data acquisition, tissue engineering, real-time 
plotting. 

1 Introduction 

Tissue engineering is a life science emerging in the 1980s, and the structure of tissue-
engineered cardiac muscle tissue is an important aspect of tissue engineering. Now 
after mix-culture of the collagen and myocardial cells can obtain a consistent beat, the 
beating frequency coincide that of the natural growth of myocardial tissue. But 
myocardial beat generation of contractile force is also an important indicator tested in 
tissue-engineered myocardial performance, however the accurate detection of the 
contractile force method is still not mature enough. 

The computer acquisition of the real-time analog signal has a relatively mature 
technology. The data collection and transmission mainly use the A/D data acquisition 
card and the existing communication protocols (such as RS232/485)[1].So how to 
utilize the existing high-level language to design data operation and processing 
platform with many functions is a key issue. 

This article starts from the device of contractile force detection, and then designs 
the cantilever stretch detect structure. Using MCU collects force signals from the 
sensor and transmits to the computer. Based on the implementation of data 
acquisition, use VB language to design the myocardial contraction operation platform 
which is facilitate to the operation of the data acquisition and the processing 
function[2]. 
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2 Experiments and Methods Myocardial Contractile Force 
Detecting Device  

Simple mechanical contraction force stretching machinery should has the advantages 
of simple structure, good specimen tensile coaxial, convenient assembly and 
disassembly, and preload adjustment method is reliable, good experimental 
repeatability etc…According to the above requirements, this paper designs such 
cantilevered contractile tension detecting device as the Fig.1. 

As shown in Fig.1, contractile force detection device is composed of several parts 
including the pedestal / bracket, force sensor, a pre-load nut and support cantilever 
beam etc…what’s more the tension sensor with temperature compensation is the core 
part of the device, and the strain gauges were embedded in silicone adhesive and is 
isolated from the air, avoiding the external corrosion, all the other parts are made of 
stainless steel, thus the whole device can be placed in water, it is necessary for the 
measurement of myocardial strip contraction force, because tissue engineered cardiac 
tissue strips stays in culture liquid and if left exposed in the air, myocardial cells will 
die soon[3]. Near the bottom of the bracket in somewhere can be folded into 90 
degrees so that make sure the myocardial strip in horizontal position, which enables 
the detection of myocardial placed in the culture dish containing a culture liquid 
container. 

 

 
Fig. 1. Schematic of contractile force detecting device 

Using the coaxial positioning principle make the sensor and the support cantilever 
beam are kept in the same plane, which are respectively provided with a hook, the 
hook through the special structure and maintain strict with the axis, it ensures that the 
stretching of the strict coaxiality, reduces the test principle error[4]. Through the pre-
loaded nut to be measured myocardial strip preload in the device, then the weak beats 
of the myocardial strip can be detected by the sensor. 
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3 Computer Data Acquisition System 

Force sensor detects the contractility signal through the sensor converted into a weak 
electrical signal, through the A/D converter for converting to the digital signal, using 
SCM acquisition, transmit to the computer ; for storing, printing, modification and 
analysis processing by the data acquisition and processing platform. Throughout the 
course of the basic frame diagram shown in Fig.2. 
 

 

Fig. 2. Frame diagram of data acquisition and processing 

3.1 The Choice of the Sensor 

As a result of myocardial contractile force is very small so it needs to select the micro 
force measuring sensor, through the experiment choose LDWX-1 type micro tension 
sensor, it adopts the foil strain gauge affixed to the alloy steel sphere, is subjected to a 
tensile force, has the advantages of high accuracy, good stability, low temperature 
drift, good output symmetry, compact structure and measuring micro force 
characteristics. 

3.2 The Choice of the ADC 

ADC choose AD574, it is launched by the United States of America analog digital 
company (Analog), 12 bit high speed successive comparative A/D converter, a built-
in bipolar circuit hybrid integrated remarkable conversion monolithic, with fewer 
external components, low power consumption, high precision, and has the advantages 
of automatic zero adjustment and automatic polarity conversion function, only need 
small external RC-pieces can constitute a complete A / D converter[5]. 

3.3 The Choice of the MCU 

The MCU mainly completes the data collecting, processing, transmitting and receiving 
orders and other functions; it is the core of the system. As the entire core of the system 
controller is real-time at work, in order to meet the design requirements, which requires 
its power consumption must be very low, the speed should be quick and reliable 
performance. So the controller chooses low power MSP430 microcontroller, with its 
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own unique strengths to reducing the chip's supply voltage and a flexible and 
controllable operating clock and other aspects have its one's own knack in.MSP430 
series single chip power supply voltage ranges 1.8-3.6V. Thus could let the clocking at 
1MHz operating conditions, chip current will be in about 200 ~ 400uA, clock shutdown 
mode with the lowest power only 0.1uA, other properties include the speed, reliability 
and other aspects are also consistent with the system requirements. 

4 Host Computer Data Acquisition and Processing Platform 
Design 

4.1 The Main Function of the System and the Basic Structure of the 
Procedure 

Based on the VB language development of testing platform to realize the files reading 
and writing, data acquisition control and preliminary processing, acquisition of 
tension values in real-time curve drawing in the plane coordinate system; image 
recording, image redraw, coordinate axis size transform functions.  

This platform program is designed according to several function module structure, 
simple flow chart as shown in Fig.3, which has a more detail description of the 
processing function module of the change curve of the image to redraw, the other 
modules are marked position in the process ,their specific design will be introduced 
step-by-step. 

 

Fig. 3. System program 
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4.2 The Data Acquisition Module Program 

VB program via the serial port control chip utilize the data sent from MCU, storage, 
and sent out acquisition command etc; before reading the signal, initialize acquisition 
channel as follows: 

Mscomm1.Commport=2              Select COM2 
Mscomm1.Settings=”9600,N,8,2”   // Set the communication parameters 
Mscomm1.Inputlen=0      //Read into all of the characters from buffer for 

receiving  
Mscomm1.OutbufferSize=256      // Set the send buffer size  
Mscomm1.InbufferSize=512    / / Sets the receive buffer size 
Mscomm1.PortOpen=True             Open COM2 
In order to eliminate the error caused by the interference signal in the acquisition 

process, we designed a continuous acquisition sampling five times for each signal, get 
the mean value of four significant figures, and so that we can t reduce the interference 
error to some extent[6]. 

4.3 Curve of Real-Time Plotting Module 

Curve of real-time plotting module is the main function of this platform, including 
real-time display of curves and data collection, tracking and calculation of the value, 
the time interval between the peak of the window display and mouse click coordinates 
real-time display and other functions.  

The following procedures achieve the real-time plotting data curve function: 
Picture1.DrawStyle = 0' //Set resolution for mapping as VB default resolution  
Picture1.Line ((m - pinl), yali)-(m, data), curvec   //Plot the curve 
yali = data 
Call draw_axis // Call draw axis function 
If the acquisition time is set very long , the curve size will exceed computer screen, 

then we take the approach that make the screen curve automatically saved, then clear 
the screen and display the next screen data ,the achieve specific statement as follows: 

If m >= x0 Then 
k = k + 1 
SavePicture Picture1.Image, Label5.Caption + CStr(k) + ".bmp"     //Full screen 

to save the picture, called the input file name + label 
m = 0 
Picture1.Cls       // Clear the screen redraw 
In order to facilitate the data real-time observation, we designed a mouse click on 

any point of a curve, it will pop up a window marked change point coordinates, 
allowing users to roughly estimate the numerical size, in order to change the 
coordinates for the ideal figure drawing. Realize the statement as follows: 

t = Format(x, "fixed    // Get the value of time axis  
press = Format(y, "fixed")'  //Get the value of pressure axis Coordinate display 
Show'    // Window displays the value [7]. 



www.manaraa.com

 Design of Animal Myocardial Contractile Force Detection System 483 

 

4.4 Coordinate Transformation and Redraw Graphics Module 

The transformation of coordinates for adapting to the different size tension 
measurement value mapping, in the measurement of tissue engineered cardiac tissue 
strips that tension measurement value very small sample, we need a coordinate scale 
which is relatively concentrated, and so we use section method for drawing or 
redrawing curve.  

Sensor measuring range is 0 ~ 5N, then we will divide coordinate axis into 3 types. 
one measuring range is more than 2N, its coordinates minimum scale is 0.5;a force 
measurement in the range of 0.2 ~ 2N, its scale is 0.1;the other is a force measurement 
range less than 0.2N, the corresponding coordinate minimum scale is 0.01.Start is the 
system default first coordinate mode[8]. In order to allow users to pay attention to 
selection of coordinate system, the system doesn’t draw the coordinates, but in need 
of drawing graphics that it prompts the user to choose the coordinate system. 

The main program calls the appropriate code to change the current drawing 
coordinate system, so as to redraw graphics, it can also change graphics that have 
been drawn .The following figure is a representation of the function of the specific 
effect. From the Fig.4 ~ 6 comparison, we can see in Fig.5, expressing data peak 
interval and familiar change trend more clearly, so using this method solves the 
appropriate display of graphics[9]. 

 

 

Fig. 4. Coordinate drawn in the range more than 2N data curves 

 

 

Fig. 5. Coordinate drawn in the range 0.2 ~ 2N data curves (abscissa elongated 5 times) 
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Fig. 6. Coordinate drawn in the range less than 0.2N data curves (abscissa elongated 5 times) 

Of course, the graphics processing not only these features, but also including the 
display of the curve of the past, amplification, modify and so on, so the operation of 
the graphics module actually also has some of the features that of image viewing 
software.  

5 Meaus of Function Modules 

The data acquisition platform written by VB language, which comprises a very eye-
catching data curve drawing area, while other regions is a drop-down menu and the 
corresponding icon in the menu, the menu can achieve some process control and data 
processing function. 

(1)File menu: File menu containing the control of the measurement process, including 
measurement start, pause break, end and exit of the measure and some useful control 
functions; also including the initialization of measurement, setting sampling time and 
frequency of sampling. 
(2)Processing menu: The menus includes calculation and display of data values of the 
maximum and minimum, as well as redraw graphics coordinate value input interface 
and so on. 
(3)Curve menu: curve menu is mainly some processing for the curves, including the 
display of real-time curve, saving the current curve, enlarging the current curve, 
printing the current curve, showing the past curve and the curve itself and set the 
background color.  
(4)Help menu: Help menu links an introduction text about system using method and 
matters needing attention to, which can provides the user with the necessary tips and 
help. 
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6 Conclusion 

This paper introduces the application of VB and microcontroller used in the 
development of tissue engineering cardiac tissue contraction force measuring system. 
After the test results showing that the system has good stability, wide measuring 
range, data processing and high drawing function. This system has good portability, 
and can be applied to many similar systems. It provides a convenient operation, 
accurate data system in some experimental data testing for tissue engineering. 
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Abstract. Use a very important tool called ICEM CFD integrated in ANSYS 
Workbench to mesh the model of toss device and then apply the software 
FLUENT to simulate numerically and analyze the velocity distribution and 
pressure distribution, based on the RNG k-epsilon model. Numerical simulation 
results showed that air flow field and pressure distribution of toss device were 
asymmetry. Maximum wind speed of fan exit was 42.8 m/s, which met the actual 
needs. In a word, the design of toss device was reasonable. But there was the 
existence of the secondary flow in toss cylinder, making some gas couldn't flow 
smoothly, thus affecting delivery efficiency. Through analysis of the stress field 
in the blower, the results showed that static pressure of windward side blade 
increased from roots to ends and flow channels between fan blades in different 
positions showed different static pressure characteristics. The maximum static 
pressure of windward side blade was 878 pa, the minimum static pressure of lee 
side blade just passing the export of fan was -950 pa, the negative pressure 
meaning suction. The conclusions provided a reference for structural 
optimization and performance improvement of the toss device of Yellow Corn 
Forage Harvester . 

Keywords: Forage harvester, ANSYS FLUENT, Air flow field, Numerical 
simulation. 

1 Introduction 

Crop straw resources in China were very rich, containing large amounts of corn 
straws[1-3]. 9HS-170 type Yellow Corn Forage Harvester was united harvest machine 
which was mainly used for sequential feeding, chopped, propulsion and toss loading 
corn stalk . 

The working subassembly contained roll device, toss device, pressure device, as 
well as transmission system and propulsion system etc. Toss device was the core part of 
the machine. Its working principle was that the material delivered by the screw 

                                                           
* Corresponding author. 
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conveyor were threw along toss cylinder from exit under the action of high speed 
rotation blade. The main existing problems of toss device were big power consumption 
and low efficiency. In order to reduce the power consumption of toss device and 
improve the efficiency of toss. Scholars both at home and abroad did a number of 
studies[4-8]. 

In recent years, with the development of computational fluid dynamics, CFD 
technology replaced the classical fluid mechanics of some approximate calculation 
method and graphic method. Facing fluid flow within the fluid machinery problems of 
fan and pump, in the past mainly by means of the basic theoretical analysis and lots of 
physical model experiment, now mostly adopt the way of CFD. CFD technology has 
now reached the level of analyzing and solving complex problems such as 3 D viscous 
turbulent flow and vortex motion [9-11]. 

The paper used software of Soildworks to establish the three-dimensional model and 
used software of  ICEM CFD to mesh toss devices by unstructured tetrahedral and 
evaluate the quality of the grid. Finally, use ANSYS FLUENT 12.1 to simulate 
numerically its internal flow field, so as to understand the distribution law of flow field 
and provide theoretical basis for optimization design personnel, making up for the 
deficiency of the traditional experiment.  

2 The Mathematical Model  

The choice of turbulence model had a great influence on the result when analyzing the 
air flow field of toss device. General numerical calculation methods were broadly 
divided into the following three categories: Direct Numerical Simulation, Reynolds 
Averaged Navier-Stokes, Large Eddy Simulation. Among two equation model 
K-epsilon Model included Standard k-epsilon Model, RNG k-epsilon Model, 
Realizable k-epsilon Model. Standard k-epsilon Model was stable and relatively 
accurate ,which was widely used in engineering application. RNG k - epsilon model 
was similar to the standard k-epsilon (SKE) model in the form. It made improvements 
in the following areas compared with the standard k – model [12]: 

(1) RNG model added a condition to the epsilon equation, which effectively improved 
the accuracy. 

(2) The model took the turbulent vortex into account and improved the accuracy in this 
respect. 

(3) RNG theory for turbulent Prandtl number provided an analytical formula, however 
, Standard k - epsilon model used a constant that the user provided.  

(4) Standard k - epsilon model was a model of high Reynolds number, RNG theory 
provided an analytical formula considering low Reynolds number flow viscosity. 

These features made RNG k - epsilon model had higher reliability and accuracy 
than Standard k - epsilon model. 

The paper selected RNG k-epsilon model, which had better performance in 
simulating complex flow such as jet impact, separated flow, secondary flow, rotating 
flow in order to understand movement regularity of air flow field of the toss device 
better. 
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3 Multiple Reference Frame and the Boundary Conditions 

Multiple reference frame (MRF) model was used to solve periodic rotation in the case 
of a transient when analyzing air flow field of toss device[13]. Otherwise, set rotating 
area parameters in the software of Fluent, including motion type, which was the 
moving reference frame and the rotation axis position measured in the ICEM CFD. The 
other important conditions such as the rotation speed was 1270 rpm as well as defining 
the interface between static domain and rotating domain, the entrance boundary 
condition was pressure inlet, the exit boundary condition was pressure outlet, at the 
same time ,setting the wall of fan blades was movement. Its rotating speed was zero 
relative to the speed of the rotating field. 

4 Physical Model and Numerical Calculation Method 

Create and assemble components such as fan and shell and toss cylinder, etc. based on 
structure size of toss device and then handle and simplify model appropriately. The 
simple structure model of toss device was shown in Fig.1. After that the model was 
imported into the ICEM CFD in order to be meshed by unstructured tetrahedral grid. At 
the same time, set the static field and rotating field and the location of the inlet and 
outlet. The calculation method was Semi-Implicit Method for Pressure-Linked 
Equations (SIMPLE), interpolation method of the convection item was the First - Order 
Upwind, which was easy to converge[13]. 

 

1.Blade  2. Fan shell  3.Toss cylinder 

Fig. 1. 3D entity model of toss device 

5 Numerical Simulation and Analysis 

After 607 times of iterative computation, the results converged and its convergence 
precision was 1e-3. 
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As can be seen from the velocity vector plot (Fig.2), the wind speed near the end of 
the blade was between 35.7～42.8 m/s ,close to the theoretical calculation value of 40 
m/s, indicating the model was correct and the data was reliability. In addition, when the 
blower working normally, the speed of the middle area was smaller than the edge and 
the maximum speed existed in the area between blade and shell was 42.8m/s, meeting 
the design requirement. Furthermore, as shown in Fig.3, there was gas reflux in the 
middle part of toss cylinder, effecting the toss efficiency. Optimizing personnel may 
appropriately change related parameters of toss device, making the effect of negative 
impact minimize as well as reducing noise. 

  

Fig. 2. Velocity vector plot of the blower  Fig. 3. Velocity vector plot of toss cylinder 

As shown in Fig.4 and Fig.5, static pressure of windward side of blade increased 
from roots to ends , the maximum static pressure at the end of the windward side of 
blade surface was 878 pa. The minimum static pressure of lee side blade just passing 
the export of fan was -950 pa, the negative pressure meaning suction. 

 

  

Fig. 4. Static pressure contour of blade Fig. 5. Static pressure contour inside the 
blower 
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Flow channels between fan blades in different positions showed different static 
pressure characteristics. Static pressure of flow channels that were gradually far from 
the exit decreased and static pressure of flow channels that were gradually close to the 
exit increased. The distribution was stronger asymmetry. According to pressure 
distribution of blade, maximum stress concentrated at root and ends of blade ,so the 
structural at root and ends of blade needed to be strengthened in order to improve the 
service life.  

6 Conclusions 

Airflow Field of Toss Device of Yellow Corn Forage Harvester was very complicated. 
More information could be gotten by numerical simulation, compared with the 

traditional experimental analysis, using the software of ANSYS FLUENT : 
1  Maximum wind speed of fan exit was 42.8 m/s ,meeting design requirement, 

simulation results were close to the theoretical calculation results compared with the 
theoretical calculation value, verifying the validity of the model selection and 
illustrating the design of toss device were rationality. 

2  Through the analysis of the velocity field inside toss device, there was gas reflux 
in the middle part of toss cylinder, effecting the toss efficiency. Optimizing personnel 
may appropriately change relative parameters of toss device to make the effect of 
negative impact minimize. 

3  Through the analysis of the stress field inside toss device, finding the value of 
static pressure was asymmetry, illustrating that pressure distribution was associated 
with the geometric size of fan exit and blade shape. 

Acknowledgements. Fund origin of this project: The Inner Mongolia Autonomous 
Region Technology Innovation projects（ 20101734）， The Inner Mongolia 
Agricultural University Technology Innovation Team projects (NDPYTD2010-8). 
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Abstract. The monitoring of water quality parameters such as DO, pH, salinity 
and temperature are necessary for the health of seafood such as sea cucumber. 
However, traditional monitoring system is based on cable data acquisition that 
has many disadvantages. Nowadays, GPRS is the most commonly accepted 
way for wireless transmission. Based on it, a type of low energy consumption 
RTU is developed and applied. In this paper, details of the design are 
introduced. In hardware design of this type of RTU, STM8L152 is selected in 
the MCU module to accomplish the function of ultralow power consumption, 
and solar battery is designed to solve the problem of power supply. In software 
design of the RTU, the sleep/online mode conversion is programed to reduce 
the energy consumption. It is comparatively low-priced and can detect 
necessary parameters for aquaculture. Performances of the RTU are tested in 
experimental stations and compared with two advanced water quality analyzers. 
Results show that it shows almost the same variation characteristics as those of 
HACH and YSI. 

Keywords: RTU, GPRS, aquaculture, low energy consumption. 

1 Introduction 

Aquaculture is a fast growing food-producing part in the world. [1] In China, there are 
lots of problems in traditional aquaculture, such as pollution and consumption. [2] In 
modern aquaculture management, it’s most important to monitor water quality 
reliably and control water environment in time. It’s useful in enhancing the fish 
concentration and growth rate, at the same time reducing the occurrence of fish 
diseases. Dioxide oxygen (DO), pH, salinity and temperature are most important 
factors in sea water quality for aquaculture. In order to improve the level of 
aquaculture, these parameters must be precisely monitored. [3] 

Traditional monitoring system is based on cable data acquisition that has more and 
more disadvantages. [4] In the process of wiring cable technology, there are a series 
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of restrictions, such as high temperature, high pressure, high altitude and high risks. 
First, it is difficult for the installation of data acquisition devices, which will increase 
the maintenance workload. Second, quantities of cables will have a bad impact on 
visual appeal and increase the cost. Third, cables face the challenges of aging and the 
risk of bitten by rodents and other animals, which leads to a rise of fault rate. To 
tackle these issues, wireless data acquisition is adopted. 

Within the past decade, large numbers of water quality monitoring instruments 
have been commercialized. Some integrated with remote real-time water quality 
monitoring systems have been developed and deployed by scientists, governmental 
agencies and industries throughout the world in modern aquaculture. [5] Nowadays 
two wireless ways are mainly introduced, wireless sensor network (WSN) and 
General Packet Radio Service (GPRS). [6] Wireless sensor network is a kind of 
wireless network without infrastructure. [7] It receives and sends messages through 
wireless and self-organization multi-hop routing. [8] It is a relatively new wireless 
technology that has sharp technical problems that is instability. On contrast, GPRS is 
a relatively mature technology that has been adopted widely in daily life, such as 
mobile office, mobile commerce, mobile information service, mobile internet and 
multimedia business. [9] 

GPRS is a new type of data transmission technology based on Global System of 
Mobile Communication (GSM). It adopts packet switching mode, which occupy 
wireless resources only in the process of sending and receiving data. In theory, it can 
reach transmission data rate as high as 171.2 Kbit/s. Except for the advantage in 
speed, it is also always on-line. That means users can keep contact with the net at any 
time. [10] 

Based on the advantages of GPRS, a new type of remote terminal unit (RTU) is 
developed and applied in the experiment stations. It detects DO, pH, salinity and 
temperature at the same time. 

In this paper, details of design of this type of RTU are introduced. And tests of 
working performances about its detecting parameters are done and analyzed. Finally 
we reach a conclusion about application of this RTU. 

2 Materials and Methods 

2.1 Selection of Monitoring Sites 

To test the performances of this type of RTU, two experimental stations in the city of 
Weihai in Shandong Province are established. One is in Wendeng Ocean and Fishery 
Bureau, another is in Shandong Xunshan Aquatic Product Group Corporation.  

The city of Weihai (N 36°41'~37°35', E 121°11'~122°42') locates in the eastern 
most part of Shandong peninsula. With three sides (east, south, north) facing the sea 
and a coastline of 985.9 km, it’s also sees the Korean peninsula and the Japanese 
islands across the sea. [11] It is rich in marine resources. And the market driven 
stimulus keeps mariculture a rapid growth year by year. [12] However, the science 
and innovation level is still low. Extensive pattern remains on the development and 
utilization of marine resources. Many problems still exist, such as the great need of 
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professionals, the lack of high-tech research results, and the low level and slow pace 
in the industrialization of the project. 

Based on those advantages and places need improvement, high-tech research 
results are integrated into this area and two experimental stations in the city of Weihai 
are built. The two experimental stations aim mainly at raising sea cucumber and 
abalone. Sea cucumber and abalone are both traditional Chinese seafood with high 
edible and medicinal value. In recent years, due to the worldwide over-development 
of sea cucumber resources and the sharp decline of its population, sea cucumber 
artificial breeding is springing up. [13] However, these precious sea creatures also 
demands strict living conditions. DO, PH, salinity and temperature have to be 
precisely detected and controlled in a defined range. For example, sea cucumber is 
cold temperature zone species. Its living water temperature is -1.5~30℃. It takes in 
less food and be in the process of half dormancy when the water temperature is below 
3℃. It reaches the highest food consumption when the water temperature is 10~15℃. 
Then food consumption falls sharply when it is 10~15℃. Then it goes into aestivation 
when it is over 20℃. So, the most moderate water temperature is 3~20℃. And it stops 
growing when it is below 2℃ and over 23℃. [14] Thus, large numbers of RTUs are 
installed which can detect these parameters in the two experimental stations. 

From July 25th to July 28th in the year of 2013, performances of the RTUs installed 
in the two experimental stations are tested. Large numbers of experiments are done 
and useful data is collected for future analysis. Lots of problems are found out. Most 
problems are solved, while some problems are leaving unresolved but already 
reported for further study. 

2.2 Hardware Design 

This type of RTU consists mainly of 4 modules. They are sensor module, MCU 
module, GPRS module and power module. Their relations are shown in figure 1. 

 
Fig. 1. Relations between different modules 

The sensor module can detect necessary parameters of water quality. It consists of 
DO sensor, pH sensor, salinity sensor and temperature sensor. The MCU module 
processes the data collected by sensors, then sends the data to GPRS module. The 
GPRS module sends the processed data to the monitoring center. The power module 
is controlled by the MCU module and supply power to the other three modules.  
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After PCB plate-making and circuit debugging, hardware performs well. 
Then details about the system are shown as follows. 

2.2.1 Sensor Module 
The sensor module is important part of the RTU. It detects on-line necessary water 
quality parameters, including DO, pH, salinity and temperature. The temperature 
sensor is attached to DO sensor electrode. So there are altogether three electrodes. 
Sensors send data about water quality to MCU through the signal wires, at the same 
time suspending in the water depending on signal wires. 

4-core water-proof cables are selected as signal wires. They connect sensors and 
MCU. They have three functions. The first function is to supply power to the sensors. 
The second function is to send data collected by sensors to MCU. The third function 
is to act as suspension wire to suspend sensors in the water. The lengths of signal 
wires are adjustable so that sensors can detect water quality information in different 
depths according to different application requirements. 

2.2.2 MCU Module 
The MCU module is core part of the RTU. It has four functions. First, it controls the 
power module that supplies power to each module. Second, it controls sensors to 
collect data. Third, it controls the GPRS module to send the data wirelessly. Last, it 
processes all the data. To cut down the cost and energy consumption, STM8L152 is 
selected in the MCU module. [15] It is an ultra-low power consumption MCU chip of 
ST Corporation. And it has the following advantages. [16] 

First, it has a wide working voltage range: from 1.8 V to 3.6 V or form 1.65 V to 
3.6 V. (Its minimum working voltage is 1.65 V in the mode of power-down). 

Second, it has five ultralow energy consumption modes: low power running mode 
(5.1 µA), low power waiting mode (3.0 µA), real time clock operation suspend mode 
(1.2 µA), self-wakeup suspend mode (0.91 µA) and SRAM content retaining suspend 
mode (350 nA). They play a key role in cutting down the energy consumption of the 
whole system. 

Third, its operating temperature range is from -40℃ to 85℃, which enables it 
working under different severe environments. 

Forth, it has rich internal functions. It integrates SPI function internally which 
makes it convenient for the operation of wireless communication. And it integrates 
EEPROM and LCD function to facilitate the expansion of the function. 

Fifth, compared with MSP430 series MCU, STM8L series MCU has lower prices 
and higher cost performance. 

2.2.3 GPRS Module 
The core chip of the GPRS module is SIM900. [17] It is an ultra compact and reliable 
wireless module presented by the corporation of SIMCom. It is a complete Quad-band 
GSM/GPRS module in a SMT type and designed with a very powerful single-chip 
processor integrating AMR926EJ-S core, allowing you to benefit from small 
dimensions and cost-effective solutions. 
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Featuring an industry-standard interface, the SIM900 delivers GSM/GPRS 
850/900/1800/1900MHz performance for voice, SMS, Data, and Fax in a small form 
factor and with low power consumption. With a tiny configuration of 
24mm×24mm×3 mm, SIM900 can fit almost all the space requirements in your M2M 
applications, especially for slim and compact demands of design. 

2.2.4 Power Module 
The power module consists of solar panel, charging control module and storage 
battery. The charging control module converts solar energy collected by the solar 
panel directly into electrical energy and stores it in the storage battery. The storage 
battery supplies power to the whole system. 

The core chip of the power module is CN3063. [18] CN3603 is a single-cell lithium 
battery charge management chip that can be used in the solar power supply. Thermal 
modulation circuit can control the chip temperature in a safe range when in face of 
high power consumption of the device or high ambient temperature. Charging current 
is set through an external resistor. When the input voltage is powered down, CN3063 
enters the mode of low-power sleep automatically. At this time the current 
consumption of the battery is less than 3 µA. It also involves other functions like 
lockout of low voltage input, automatic recharge, battery temperature monitoring and 
indicators of charging states and end of charging states. 

2.2.5 Operating Principle 
In the RTU system, the input end of charging control module connects with the solar 
panel. The output end of charging control module connects with the storage battery. 
The storage battery connects with the MCU power input end. The power output end 
of MCU connects with charging control module, sensors and GPRS module. The 
charging control module, storage battery, MCU and GPRS module are placed in the 
circuit box. Among them, MCU module and GPRS module are integrated in the main 
circuit board. Antenna is settled on the main circuit board to send data. There are four 
sensor interfaces on the bottom of circuit. Signal wires of sensors connect with 
circuits in the circuit box through these interfaces. RS485 is adopted as the 
communication interface. There are also fixing holes on the bottom of circuit box. 
Ribbons can pass through these fixing holes to tie the RTU to the support rod above 
the water surface. Solar panel is fixed on top of the circuit box to collect solar energy. 
The 4-core waterproof cables act as signal wires. They connect to sensors to one end, 
and connect to MCU in the circuit box through waterproof interfaces. The lengths of 
signal wires are adjustable so that sensors can be placed in different level in the water. 

2.3 Software Design 

2.3.1 Energy Consumption Reducing Software 
This system works in two modes, they are online and sleep. It is necessary for 
reducing the energy consumption. When the system is not on the process of collecting  
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or processing data, it is set on sleep mode. When the water quality parameters need to 
be detected, it turns to online mode automatically to implement the data collecting, 
processing and sending. The intervals of sleep/online mode changing are previously 
integrated in the MCU. The intervals of online detecting can be the same. Every few 
hours, intervals of detecting can be changed according to values of parameters. For 
example, DO can be detected more intensely at the time before down when it is low. 

2.3.2 Operating Principle 
The system sets a sampling interval through programming. Sensors collect data once 
among each interval. The MCU supplies power to sensors only on the process of data 
sampling, while cuts off the power at other time, so as to cut down the energy 
consumption. The data collected by sensors is sent to MCU through signal wires for 
processing. The processed data is sent through GPRS to the monitoring center. 

The flow chart of main program is shown in figure 2. 

 

Fig. 2. The flow chart of main program 
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Charts of subprograms are shown in figure 3. 

              

Fig. 3.1 Initialization      Fig. 3.2 GPRS data transmission   Fig. 3.3 Analog data acquisition 

3 Results and Discussion 

3.1 Experiments 

From July 25th to July 28th in the year of 2013, performances of the RTUs installed 
in the two experimental stations are tested. Large numbers of experiments are done 
and useful data is collected for the future analysis. From 12:30 to 17:15 of each day, 
DO, pH, salinity and temperature in these experiment stations are collected by three 
different instruments for comparison. They are RTU, HACH and YSI. 

HACH helps water resource professionals generate reliable data throughout the 
entire cycle of water, from measuring precipitation to monitoring estuaries and 
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ground water, and everything in between. Hydrolab multi-parameter water quality 
instruments are built using the industry's leading sensor technology. [19] 

YSI has been used for many years in facilities that process wastewater generated 
by metal finishing plants, but recently it has become prominent in municipal 
wastewater treatment plants. [20] The probe contains a sensor that measures electrical 
charges from particles, called ions, and these charges are converted to millivolts (mV) 
that can be either negatively or positively charged. And like all sampling 
measurements taken by operators, they are snapshots in time that can indicate process 
efficiency and identify treatment problems before they affect effluent quality. When 
using continuous monitoring and control instrumentation, this snapshot can become a 
real-time indicator. 

HACH and YSI are all advanced water quality monitoring instruments produced in 
America that can detect precise water quality parameters respectively. To have a 
contrast with the performances of RTU, useful data is collected from time to time in 
different test points by these three instruments. 

3.2 Results 

DO values collected by these instruments from time to time are shown in figure 4. 
(Data is collected in July 28th) 

 

Fig. 4. DO values collected by three instruments 

PH values collected by these instruments from time to time are shown in figure 5. 
(Data is collected in July 27th) 
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Fig. 5. PH values collected by three instruments 

Salinity values collected by these instruments from time to time are shown in figure 
6. (Data is collected in July 26th) 

 

Fig. 6. Salinity values collected by three instruments 

Temperature values collected by these instruments from time to time are shown in 
figure 7. (Data is collected in July 25th)  
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Fig. 7. Temperature values collected by three instruments 

As these figures show, parameters collected by RTUs are almost the same 
precision as the other two famous instruments. It means that this type of RTU is in 
good performances. 

Abnormal data may be caused by different environmental problems. Such as the 
instability of sensors, failure of power, errors in operation, and so on. 

3.3 Discussion 

Data collected by HACH and YSI shows the variation characteristics of these four 
parameters. From 12:30 to 17:15 of each day, DO, pH, salinity and temperature show 
different variation characteristics. DO decreases over time during this period. While 
pH increases over time during this period. Salinity has low fluctuations but it 
increases as the sea water evaporates and it reaches its peak at about 17:00. 
Temperature reaches its peak at about 14:00 and then it decreases as time goes. Data 
collected by RTU shows almost the same variation characteristics as those of HACH 
and YSI. Though not stable sometimes, it shows comparative good performances on 
the whole. 

Though RTUs in most test points perform well, data collected in some test points of 
these experiment stations is abnormal. But in fact it has nothing to do with the RTU 
itself. It is sensors that are not stable. For example, some DO values detected by 
sensors are normal in the first couple of days. But they turn abnormal after about 14 
or 15 days. So the DO sensors will have to be cleaned in about 10 days or so to gain 
accurate values. It is very inconvenient. So the urgent affairs should be the 
independent development of more stable and more accurate sensors. 
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4 Conclusion 

(1) This study researches into a new type of RTU based on GPRS. It is applied in 
some aquaculture experiment stations. It provides a new technical solution for 
improving the backward breeding way and aquaculture environment monitoring 
method of the Chinese aquaculture field. 

(2) In hardware design, STM8L152 is selected in the MCU module to accomplish 
the function of ultralow power consumption, and solar battery is designed to solve the 
problem of power supply. STM8L152 is comparatively low-priced, thus it cuts down 
the cost. 

(3) In software design, the sleep/online mode conversion is programed to reduce 
the energy consumption. 

(4) To test performances of this RTU, large numbers of experiments are done and 
useful data is collected in the experiment stations for further study. From the data 
analysis, we can see that it shows almost the same water quality parameters variation 
characteristics as those of HACH and YSI. Though not stable sometimes, it shows 
comparative good performances on the whole. 
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Abstract. Based on the assessment of Agricultural Informationalization level, 
this paper proposed a model for the Agricultural Informationalization benefit 
analysis whit the Cobb-Douglas production function, to reveal the connection 
between agri-information index and the agricultural output, and also we made an 
empirical analysis of Shandong province. It is proved that the Agricultural 
Informationalization and the farming population both have a direct and positive 
impact on the development of rural economy in Shandong Province, especially, 
the development of the Agricultural Informationalization level has a significant 
influence on the increase of the rural economy in Shandong province , while the 
impact brought by agricultural fixed asset investment remains limited. By 1% 
increase of Agricultural Informationalization level, the rural economy increases 
by 0.565%, which indicates that Agricultural Informationalization is quite 
beneficial for the development of Shandong’s agricultural economy. 

Keywords: Agricultural Informationalization, benefit analysis, Cobb–Douglas 
production function. 

Informationalization has become an increasingly major drive force of economic 
development and a significant indicator amidst the assessment of the comprehensive 
national power and the international competitiveness for a nation or region. 
Agricultural Informationalization is not merely the fundament and a significant 
component of national economic Informationalization, but the important means of 
balancing the urban and rural development and stimulating the agricultural economy. [1] 

Agricultural Informationalization is going to be the significant symbol of agriculture in 
the 21st century, and it is an inexorable trend in the contemporary modern agricultural 
development. [2] 

With lately increasing attentions from the local governments, the 
Informationalization level in agriculture-oriented rural areas has been continuously 
improved, and the contribution of the developing Agricultural Informationalization has 
made to the agricultural productivity has been remarkably valued in these places. A 
number of domestic researchers [3-11] have studied the economic expansion in 
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informationalising regions and its connection to the gross output from economics 
perspectives, while most of them focused on the analysis of how the general 
informationalising process has motivated the economic development, rather than any 
empirical research on the function mechanism and inner relationship.with benefit 
analysis. This research attempted to examine problems that exist within 
agri-informationalising, to target any links or stages where no benefit has been made, 
and also to provide the Agricultural Informationalization investment which has not 
currently made profits with confidence and scientific suggestions in their 
decision-making. Moreover, it helps local governments find out their advantages and 
disadvantages in rural Agricultural Informationalization, to provide the appropriate 
strategic positioning of Agricultural Informationalization.  

This paper established a model to reveal the relationships of Agricultural 
Informationalization index and agricultural output with Cobb-Douglas production 
function, and empirically analyzed the Agricultural Informationalization of Shandong 
Province. It attempted to provide the nation and local governments a significant reference 
in terms of targeted Agricultural Informationalization investment and Agricultural 
Informationalization policy making, so that the benefits of Informationalization amidst 
the construction of socialist new countryside can be better deployed. Hence this research 
will be remarkably influential for its social and economic meanings. 

1 Model Building for Agricultural Informationalization Benefits 
Analysis 

1.1 Measurement Model 

Cobb-Douglas production function for the assessment of Agricultural 
Informationalization benefits has been widely adopted by both domestic and foreign 
scholars in empirical researches. Based on the literature review and practical 
development of Agricultural Informationalization, this paper attempted to assess the 
Agricultural Informationalization benefits with Cobb-Douglas production function. 

For calculation and analyzing the benefit of Agricultural Informationalization, this 
research modified the Cobb-Douglas production function based on the new growth 
theory inaugurated by Paul M. Romer. Romer articulated that, the development of 
science and technology should also be included in the Cobb-Douglas production 
function, besides capital and labour [12]. Therefore, this research believes that 
information, the maximum return of technological developmen t, can be regarded to 
replace technological advance and become the third factor to affect Cobb-Douglas 
production function in terms of input. Cobb-Douglas production function can be 
modified as follow [13]: 

 Y=AKαLβIγ                                                      (1) 

The log-linear model of formula (1) is: 

log(Y)=log(A)+αlog(K)+βlog(L)+γlog(I)                         (2) 
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where Y, K, L, I, respectively represent the total value of agricultural output, capital 
output, labor output, and the Agricultural Informationalization index, andα、β、γ 
respectively indicate the changes of capital output, labor and Informationalization; A is 
a constant that implies other factors that may affect the agricultural benefits. 

1.2 Model Testing 

With SPSS17.0 and the Enter method, Y’, K’, L’, I’ were all included for the linear 
regression analysis. The regression result was shown in Table 1, based on which the 
regression model can be built. By categorizing the regression model, a total of three 
variables, including agricultural fixed asset investment, the farming population and the 
general agri-informational index, are revealed, as well as the other five variables of 
sub-indexes and the total value of agricultural output. 

Table 1. The result of regression model (general Agricultural Informationalization index) 

Items Constants K’ L’ I’ 

Standardised 
coefficients 

 a j g 

B b h w m 
(T-statistic) t c f i 
R-squared  r2   
F- statistic  f   
Durbin-Watson statistic  d   

The above regression model reveals both the selected samples’ and the overall 
goodness of fit, and allows F-test to verify the linearity degree of the model and T-test 
to verify all variables with their explanatory capabilities to economic improvement. If 
the goodness of fit, the linearity degree and resolution are all high, and variables K, L, I 
and constants get through the test, it can be generally concluded that the model has been 
successfully verified, and it has a good fineness to the reality. The model is presented as 
follow by Formula 3: 

Y’=b+hK'+wL’+mI’                                (3) 

Formula 3 can be transformed into: 

Yt=ebKt
hLt

wIt
m                                                    (4) 

Similarly, five more regression model can be established for the other five indexes, 
including Agricultural Informationalization infrastructure (F), the Informationalization 
of agricultural production (P), the Informationalization of agricultural operation(C), the 
Informationalization of agricultural management (M), the Informationalization of 
agricultural services(S),which would not repeat here. 
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2 The Agricultural Informationalization Benefit Analysis of 
Shandong Province 

2.1 The Assessment of Agricultural Informationalization in Shandong 
Province 

A total of 5 major indexes, including Agricultural Informationalization index, 
agricultural infrastructure informationalization index, agricultural production 
informationalization index, agricultural operation informationalization index, 
agricultural management informationalization index, and agricultural services 
informationalization index, should be included to establish of Agricultural 
Informationalization assessment system, based on which a comprehensive index model 
for the assessment of Agricultural Informationalization can be built for the study of 
assessment in Shandong Province from the year 2003 to 2011. The detailed process has 
been fully developed in my doctoral dissertation; therefore only the result was 
displayed in this paper, while no explanation will be given to the model building and 
calculating processes here. 

Table 2. The Agricultural Informationalization index of Shandong Province (2003-2011) 

 2003 2004 2005 2006 2007 2008 2009 2010 2011 

Agricultural 

Informationalization 

infrastructure (I) 

0.047 0.067 0.090 0.110 0.128 0.155 0.178 0.201 0.231 

the Informationalization of 

agricultural production (F) 
0.083 0.109 0.142 0.193 0.239 0.295 0.358 0.421 0.495 

the Informationalization of 

agricultural production (P) 
0.003 0.006 0.010 0.015 0.013 0.024 0.029 0.035 0.040 

the Informationalization of 

agricultural operation (C) 
0.010 0.017 0.024 0.033 0.039 0.045 0.050 0.057 0.064 

the Informationalization of 

agricultural management (M) 
0.020 0.044 0.067 0.083 0.102 0.133 0.158 0.191 0.254 

the Informationalization of 

agricultural services (S) 
0.140 0.187 0.242 0.269 0.302 0.345 0.377 0.400 0.415 

2.2 Regression Model 

The Agricultural Informationalization index in the model (I) and the five major indexes 
to show the Agricultural Informationalization situation in Shandong Province were all 
well displayed in Table 2. By referring to Shandong Province Statistic Yearbook 
[Shandong sheng tongji nianjian] and China’s Rural Statistic Yearbook [Zhongguo 
nongcun tongji nianjian], the statistic data of agricultural gross output value in the 
period from 2003 to 2011 (Y), agricultural fixed asset investment (K), farming 
population (L) could be seen. The gross output value of agriculture, fixed asset 
investment and farming population in the year of 2012 have not been published yet. 
The detailed data were displayed in Table 3. 
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Table 3. Data of economic growth in Shandong Province 

 

Gross output values of 

agriculture (Y/100 million 

yuan) 

Agricultural fixed asset 

investments (K/100 million 

yuan) 

Farming populations 

(L/10 thousan people) 

2003 2902.5  296.0  2638.3  

2004 3453.9  116.4  2542.1  

2005 3741.8  1491.6  2350.3  

2006 4058.6  1186.2  2328.0  

2007 4766.2  1141.3  2265.2  

2008 5613.0  1304.0  2313.5  

2009 6003.1  1586.7  2297.4  

2010 6650.9  1823.0  2273.1  

2011 7409.8  2470.4  2211.6  

As time goes by, comparability of data in different years weakens. For a 
considerable comparability of the data, the price index has to be invited to eliminate the 
impacts brought by price fluctuation. In 2003, for the base period, the influence of price 
fluctuation on gross output values of agriculture and agricultural fixed asset 
investments had been excluded, so the data in model remained consistency. The 
organized data were shown in Table 4.  

Table 4. Gross output values of agriculture and agricultural fixed asset investments excluding the 
price impacts 

 

Gross 

output 

values of 

agricultur

e (Y/100 

million 

yuan) 

General 

indexof 

rural 

residents 

consumptio

n price (the 

base: 100) 

Gross 

values 

excluding 

price impact 

(Y’/100 

million 

yuan) 

Agricultural 

fixed asset 

investments 

(K/100 

million 

yuan) 

Price 

index of 

fixed 

asset 

investme

nts (the 

base: 

100) 

Fixed asset 

investments 

excluding 

prince 

impact (K’/ 

100 million 

yuan) 

Farming 

populatio

n (L/10 

thousand 

people) 

2003 2902.5  —— 2902.5  296.0  —— 296.0 2638.3  

2004 3453.9  104.6 3302.0  116.4  107.4 108.4  2542.1  

2005 3741.8  102.4 3493.4  1491.6  102.9 1349.7  2350.3  

2006 4058.6  101.0 3751.7  1186.2  101.8 1054.4  2328.0  

2007 4766.2  105.3 4184.0  1141.3  104.0 975.4  2265.2  

2008 5613.0  106.2 4639.7  1304.0  107.7 1034.8  2313.5  

2009 6003.1  100.1 4957.2  1586.7  96.9 1299.4  2297.4  

2010 6650.9  103.5 5306.4  1823.0  103.6 1441.1  2273.1  

2011 7409.8  105.9 5582.5  2470.4  106.8 1828.5  2211.6  
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The data needed in the model of Formula 3, after taking the logarithms of gross 
agricultural output values (Y), agricultural fixed asset investments (K), farming 
populations (L) and national Agricultural Informationalization index, were organized 
as below in Table 5. 

Taking logarithms on Gross output values of agriculture(Y), agricultural fixed asset 
investments (K), farming populations (L) and national Agricultural 
Informationalization index ,the log transformation of the data could be rewritten in 
table 5. 

Table 5. Data of agri-economic development model for Shandong Province 

 Ln(Y') Ln(K') Ln(L') Ln(I) Ln(F) Ln(P) Ln(C) Ln(M) Ln(S) 

2003 7.9733  5.6904  7.8779 -3.0576 -2.4889 -5.8091 -4.6565 -3.8947  -1.9661  

2004 8.1023  4.6856  7.8407 -2.7031 -2.2164 -5.1160 -4.1044 -3.1304  -1.6766  

2005 8.1586  7.2076  7.7623 -2.4079 -1.9519 -4.6052 -3.7508 -2.6971  -1.4188  

2006 8.2300  6.9607  7.7528 -2.2073 -1.6451 -4.1997 -3.4173 -2.4865  -1.3130  

2007 8.3390  6.8829  7.7254 -2.0557 -1.4313 -4.3428 -3.2416 -2.2813  -1.1973  

2008 8.4424  6.9420  7.7465 -1.8643 -1.2208 -3.7297 -3.0989 -2.0155  -1.0642  

2009 8.5086  7.1697  7.7395 -1.7260 -1.0272 -3.5405 -2.9868 -1.8483  -0.9755  

2010 8.5767  7.2731  7.7289 -1.6045 -0.8651 -3.3524 -2.8735 -1.6581  -0.9163  

2011 8.6274  7.5113  7.7015 -1.4653 -0.7032 -3.2189 -2.7442 -1.3704  -0.8795  

To assess the Agricultural Informationalization benefits from different angles, the 
Agricultural Informationalization index and the five major informationalization 
indexes were taken as variables, which means Ln(I), Ln(F), Ln(P), Ln(C), Ln(M) and 
Ln(S) were taken into the calculation of I’t for the analysis of regression model. Due to 
the similar calculating processes, this article exemplified the model of the general 
Agricultural Informationalization index, while the other five indexes’ models could be 
adapted to the same procedure. 

With SPSS17.0 and the Enter method, the linear regression results of Ln(Y'), Ln (K'), 
Ln (L') and Ln (I) from Table 5 were displayed in Table 6 as follows. By building a 
regression model for the regression results and organizing the regression model, the 
three variables, including agricultural fixed asset investments, farming populations and 
the general Agricultural Informationalization index, along with the total output value of 
agriculture, finally were used for the equation simulating the economy in Shandong 
Province. 
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Table 6. Regression results of Agricultural Informationalization index 

Items Constants K’ L’ I’ 

Standardised 

coefficients 
 -0.011 0.352 1.323 

B -1.229 -0.003 1.389 0.565 

(T-statistic) (-0.333) (-0.147) (2.931) (13.826) 

R-squared  0.994   

F- statistic  265.205   

Durbin-Watson statistic  2.595   

As shown in Table 7, the value of R2 was 0.994, which indicated the relatively 
satisfying fit of selected samples was good; the value of Fwas 265.205, showing that 
the considerable linear degree of the whole model was fine; D-W was 2.595, indicating 
the data series was no first-order autocorrelation; numbers below T item showed that 
the variables in the model were accountable to explain their respective influence on 
economic growth. Based on all verified results, the following model was established. 

-1.229-0.030 +1.389 +0.565t t tY K L I′ ′ ′ ′=                       (5) 

The model could also be transformed into: 

-1.229 -0.030 1.389 0.565
t t t tY e K L I=                                (6) 

Similarly, models for agricultural infrastructure informationalization index (F), 
agricultural production informationalization index (P), agricultural operation 
informationalization index (C), agricultural management informationalization index 
(M) and agricultural services informationalization index (S) could be respectively 
established. 

2.3 Interpretation of Results 

From the regression model, we found that the standardized coefficients of the 
agricultural fixed asset investment, farming population and Agricultural 
Informationalization index were -0.011, 0.352 and 1.323 in the Agricultural 
Informationalization index model. It indicated that the Agricultural 
Informationalization, especially the farming population had profounder influence on 
the rural economic growth in Shandong Province, just in contrast with the agricultural 
fixed asset investment .From the other 5 regression index models, the results show that 
the agricultural fixed asset investment had less effect than Informationalization and 
farming population, that indicates Agricultural Informationalization and farming 
population played more important role than agricultural fixed asset investment in 
promoting the rural economic growth in Shandong Province. 

From another point of view, we found that the output elasticity of of K’, L’ and I’ 
were respectively -0.011, 0.352 and 1.323 in the Agricultural Informationalization 
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index model. According to the concept of output elasticity, each 1% increase in 
Agricultural Informationalization leads to Shandong’s agricultural economic growth 
by 0.565%, which means the agricultural economic growth in Shandong can 
enormously benefits from Agricultural Informationalization, while agricultural fixed 
asset investment improvement bought negative impacts on agricultural productive 
benefits growth in Shandong Province. Also, the results of other 5 indexes reveal the 
similar laws that Agricultural Informationalization and farming population had 
positively promote the rural economy development in Shandong Province. 

In summary, these seven models above have revealed similar situation that 
Agricultural Informationalization has positively accelerated the agricultural economic 
growth significantly, which says that there is a preliminary success of Agricultural 
Informationalization development in Shandong Province. On the contrary, the increase 
of fixed asset investments has not been conducive to the agricultural economic growth, 
probably because of the lack of legitimate plan in advance of some fixed asset 
investments, or the absence of strict surveillance over the use of funds which causes a 
lower utilization of funds and leads to the inadequate capital input in agricultural 
economic development, so the pull effect of capital input on agriculture economic 
growth is not obvious. 

3 Conclusion 

With more inputs from the local governments, the general Agricultural 
Informationalization level in China is constantly improving, and more and more 
attention has been paid to the agricultural output benefits, which brought by 
informationalization development. However, the previous researches and practices 
have not clarified the relationship between Agricultural Informationalization and 
agricultural output, which only made the benefit of developing Agricultural 
Informationalization blurred for local governments. But, the benefit analysis of 
Agricultural Informationalization can effectively dissect the function mechanism and 
inner relationsship of how Agricultural Informationalization contributes to agricultural 
economic growth. Based on that, this paper established the Agricultural 
Informationalization benefits analytical model to interpret the contribution of 
Agricultural Informationalization to agricultural economy in Shandong Province. The 
results show that the problem how Agricultural Informationalization accelerates  
the agricultural economy can be well solved by this approach, and so this paper laid the 
foundation for the future construction of Agricultural Informationalization. 
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Abstract. Utilizing the qualitative analysis of SWOT and quantitative method 
of AHP, this paper presented the AHP-SWOT hybrid model of the photovoltaic 
industry in China in order to calculate the influence of the strengths, 
weaknesses, opportunities & threats (SWOT factors and SWOT sub-factors), 
and the SO strategy, WO strategy, ST countermeasure and WT countermeasure 
on the development of the photovoltaic industry in China. The results show that 
the influence of the threats are the most, the weaknesses and opportunities 
second, and the strengths the least among four SWOT factors of the 
development of the photovoltaic industry in China. Thereby, among 12 SWOT 
sub-factors, complete industrial chains are the most important factor in the 
strengths factors, lack of core technology is of the most significance in the 
weaknesses factors, latent necessity of the photovoltaic industry development as 
a result of global energy crisis is the most valuable opportunities factor, and 
external trade environment deteriorating due to international trade protection is 
the most threats factor. Among four combination path of the development 
strategy, the WT countermeasure possesses the most valuable positive 
influences on the development of the photovoltaic industry in China, which is 
the optimal path for the strategy alternatives.  

Keywords: photovoltaic industry, development strategies, strategic path, AHP, 
SWOT, China. 

1 Introduction 

After a period of the photovoltaic industry development, China has become one of the 
world's largest photovoltaic manufacturing countries. However, the capacity  
of photovoltaic industry in China is given priority to with export, more than 90% of 
which were obliged to depend on the international market. At present, the export of 
Chinese photovoltaic industry was impacted because of the global financial crisis and 
the European debt crisis, and the domestic markets were not completely open so that 
the development of Chinese photovoltaic industry has been involved in the bottleneck 
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period [1]. China-Eu photovoltaic conflict finally had been resolved through a price 
undertaking, it also is a wake-up call for Chinese industry development. 

In order to find out the problems that photovoltaic industry in China were facing 
and explore its development strategies, domestic scholars have done a lot of 
qualitative analysis and statistical description work on photovoltaic industry, which 
mainly focused on status definition[1], development status, international 
competitiveness[2], industrial cluster[3], operating and collaborative performance[4, 
5], and development strategies. From the perspective of development strategies, 
however, the quantitative optimization really matters to help to choose the strategic 
path of photovoltaic industry in China and promote its sustainable development. This 
paper combined SWOT method with AHP method, which took full advantage of the 
combination of quantitative and qualitative analysis [6-11]. By using this hybrid 
method, this paper qualitatively analyzed the strengths, weaknesses, opportunities, 
and threats (SWOT) of the photovoltaic industry development in China, quantitatively 
evaluated sub-factors of SWOT and optimized the strategic path of photovoltaic 
industry development in China. 

2 SWOT Analysis of Photovoltaic Industry Development in 
China 

2.1 SWOT Factor Analysis of Photovoltaic Industry Development in China 

The photovoltaic industry in China has faced both restrictions and opportunities since 
2012. The photovoltaic industry development in China is a complex system affected 
by national economy and social development. The basic elements of SWOT method 
consist of strengths, weaknesses, opportunities, and threats. Strengths and weaknesses 
are internal factors while opportunities and threats are external factors. Utilizing the 
SWOT method, the factors should be divided into strengths, weaknesses, 
opportunities, and threats according to the affection on the photovoltaic industry 
development in China [6, 8, 11]. 

SWOT analysis matrix was constructed, and contained 12 SWOT factors affecting 
the photovoltaic industry development in China (Fig.1). Among 12 SWOT factors, 
there were three SWOT sub-factors for strengths, weaknesses, opportunities, and 
threats, respectively [8, 9]. In SWOT sub-factors from strengths, there were three 
factors for Photovoltaic industry is a newly developing resource industry, Complete 
industrial chains, and Obvious strengths of cluster development in photovoltaic 
industry; from weaknesses, three factors for The photovoltaic industry chain mainly 
amassed on the mediate part of low value, Relatively high cost of producing 
photovoltaic production component, and Lack of core technology; from opportunities, 
three factors for Government support in photovoltaic industry, Latent necessity of the 
photovoltaic industry development as a result of global energy crisis, and Juncture of 
integration in photovoltaic industry; from threats, three factors for The photovoltaic 
industry chain mainly amassed on the mediate part of low value, Relatively high cost 
of producing photovoltaic production component, and Lack of core technology. 
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Strengths  
① Photovoltaic industry is a newly 

developing resource industry 
② Complete industrial chains 
③ Obvious strengths of cluster development 

in photovoltaic industry 

Opportunities 
① Government support in photovoltaic 
industry  
② Latent necessity of the photovoltaic 
industry development as a result of global 
energy crisis 
③ Juncture of integration in photovoltaic 
industry 

Weakness 
① The photovoltaic industry chain mainly 

amassed on the mediate part of low value 
② Relatively high cost of producing 

photovoltaic production component  
③ Lack of core technology 

Threats  
① Blind guidance of local government in 

the photovoltaic industry development 
② External trade environment deteriorating 

due to international trade protection 
③ Lack of photovoltaic industry standards 

Fig. 1. SWOT analysis matrix of the developmental strategy for the photovoltaic industry in 
China 

2.2 Strategy Combination and Path Analysis of the Photovoltaic Industry 
Development in China 

Development strategies could be obtained by combining and adjusting the factors of 
strengths, weaknesses, opportunities and threats according to the effects on photovoltaic 
industry system in China. The factors of different strategies could be combined 
according to the effects, as has the different influence on the photovoltaic industry 
system in China. According to analysis on the inner strengths, weaknesses and the 
external opportunities and threats of the photovoltaic industry in China, two strategies of 
SO strategy, WO strategy and two countermeasures of ST countermeasure, WT 
countermeasure could be formed by matching the four SWOT factors[8, 9].  

The four paths are of different characteristics (Table 1). On basic strategy, SO 
means aggressive attack, which should take advantages, and seize opportunities. On 
tactics, strategic measures is to greatly develop the photovoltaic energy industry, 
further perfect the photovoltaic industry chains, adjust and optimize the government’s 
supporting policies, promote the development of photovoltaic industry, and complete 
the top design, exert the advantage of cluster development in photovoltaic industry. 

ST means corresponding defense, which should take advantages and avoid threats. 
On tactics, strategic measures is to enhance inter-regional cooperation, reasonably 
plan area distribution in photovoltaic industry, develop the market in China, set up 
standards in photovoltaic industry and carry out market access rules, and speed up the 
integration of photovoltaic industry chains. 

WO means gradual advance, which should seize opportunities and change 
weaknesses. On tactics, strategic measures is to adjust and optimize the industrial 
structure, integrate the photovoltaic industry, train more qualified staff, increase 
investment in scientific research, make breakthrough in technology and master core 
skills in photovoltaic industry, reduce the production cost of photovoltaic products, 
and strengthen government’s supporting force, improve the top design, positively 
develop high-end industry chain junction of high additional values. 
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WT means defense or retreat, which should overcome weaknesses and avoid 
threats. On tactics, strategic measures is to improve inter-regional cooperation, 
optimize the structure of photovoltaic industry chain and regional distribution, reduce 
the reliance upon raw materials on foreign, increase investment, master core 
technology, reduce the production costs of photovoltaic products, actively explore the 
domestic market, decrease the dependence on overseas markets, and set up standards 
and market access system of Chinese photovoltaic industry in order to avoid the 
disorderly cooperation and blind expansion of photovoltaic industry. 

Table 1. Features of the strategic combination of the photovoltaic industry development in 
China 

 Opportunities (O) Threats (T)
① Government support in 
photovoltaic industry  
② Latent necessity of the 
photovoltaic industry development 
as a result of global energy crisis 
③ Juncture of integration in 
photovoltaic industry 

① Blind guidance of local 
government in the photovoltaic 
industry development 
② External trade environment 
deteriorating due to international 
trade protection  
③ Lack of photovoltaic industry 
standards 

Strengths (S) 
SO strategy: aggressive attack 
(take advantages, seize 
opportunities) 

ST strategy: corresponding 
defense 
(take advantages, avoid threats) 

①Photovoltaic industry is a 
newly developing resource 
industry 
②Complete industrial chains 
③Obvious strengths of cluster 
development in photovoltaic 
industry 

 

① Greatly develop the photovoltaic 
energy industry 

② Further perfects the photovoltaic 
industry chains 

③ Adjust and optimize the 
government’s supporting policies, 
promote the development of 
photovoltaic industry 

④ Complete the top design, exert 
the advantage of cluster 
development in photovoltaic 
industry 

① Enhance inter-regional 
cooperation, reasonably plan 
area distribution in 
photovoltaic industry 

② Develop the market in China 
③ Set up standards in 

photovoltaic industry and 
carry out market access rules 

④ Speed up the integration of 
photovoltaic industry chains 

Weaknesses (W) 
WO strategy: gradual advance 
(seize opportunities, change 
weaknesses) 

WT strategy: defense or retreat 
(overcome weaknesses, avoid 
threats) 

① The photovoltaic industry 
chain mainly amassed on the 
mediate part of low value 
② Relatively high cost of 
producing photovoltaic 
production component  
③ Lack of core technology 
 

① Adjust and optimize the 
industrial structure, integrate 
the photovoltaic industry 

② Train more qualified staff, 
increase investment in 
scientific research, make 
breakthrough in technology 
and master core skills in 
photovoltaic industry, reduce 
the production cost of 
photovoltaic products 

③ Strengthen government’s 
supporting force, improve the 
top design, positively develop 
high-end industry chain 
junction of high additional 
values 

① Improve inter-regional 
cooperation, optimize the 
structure of photovoltaic 
industry chain and regional 
distribution, reduce the reliance 
upon raw materials on foreign 

② Increase investment, master 
core technology, reduce the 
production costs of 
photovoltaic products, actively 
explore the domestic market, 
decrease the dependence on 
overseas markets 

③ Set up standards and market 
access system of Chinese 
photovoltaic industry in order to 
avoid the disorderly cooperation 
and blind expansion of 
photovoltaic industry 

External

enviroment 

factors Internal 

condition

factors
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3 Construction of the SWOT-AHP Model of Photovoltaic 
Industry Development in China 

3.1 The SWOT-AHP Model of Photovoltaic Industry Development in China 

Based on the goal of sustainable development of photovoltaic industry in China, the 
SWOT-AHP model of photovoltaic industry development in China was constructed 
within the theoretical logic framework of the analysis on system factors and factor 
weight, decision making and strategy choice (Fig. 1)[8, 9].  
 

 

Fig. 2. The SWOT-AHP model of photovoltaic industry development in China 

According to the general goal of the photovoltaic industry development in China, a 
bottom-up hierarchy was constructed. The top level was the objective level which is 
the sustainable development of the photovoltaic industry. The basic elements of 
SWOT analysis were middle constraining elements, which constituted the criteria 
level. The bottom level was the strategy combination of the photovoltaic industry 
development in China, which was the alternatives level [8, 9].  

3.2 The Comparison Matrix by Layers 

Between layer A and C showed in Fig.1, the comparison matrix of A-C layer can be 
established as

nnij )(cA ×= , whose elements are evaluated using a 9-point scale. The 

paired comparison of element i with element j in the C layer is placed in the position 
of Cij of the comparison matrix of A-C layer [6, 7].  

The comparison matrix is a square matrix as nnij )(cA ×= , and: 

1  c   c    ;c1  c    ; 0 c jjiijiij  ij ===>
                              (1) 

Similarly, the comparison matrix of C-P layers can be obtained in the same method 
used in forming the comparison matrix of A-C layers. Data on paired comparison 
matrices were collected from reviewers. Scores of cij were estimated on the average by 
inviting the field experts. The participating decision makers provided paired 
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comparisons for each level of the hierarchy in order to obtain the weight factors of each 
element on that level, and with respect to one element in the next higher level [6, 7]. 

3.3 Overall Rank of the Hierarchical Level  

Single ranks of the hierarchical level are used to calculate the importance of the 
elements of layer k+1 to layer k (meaning each element of C to A and P to C in this 
paper), and the elements of every layer are ranked according to the relative score of 
the paired comparisons [11].     

The consistency index (CI) was calculated based upon the maximum eigenvalue. 
The consistency ratio (CR) is calculated by dividing the CI by the ratio index (RI). 
The CR has to be lower than 0.1, otherwise the matrix will be considered inconsistent. 
If the matrix is inconsistent, the eigenvector generated from this matrix will be 
rejected [11].  

The overall rank of the hierarchical level is the important ranking of the elements 
of the strategy combination (SO, WO, ST, WT) to the general objective of A. The 
method algorithm is shown as Table 2. 

Table 2. Calculation method for overall ranking of the hierarchical level  

Items 
C1 C2 C3 C4 Single ranks of A–P 

1CW  
2CW  

3CW  
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WT ( ) WTW*n...21j  WW
4

1i
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Notes: In the SWOT-AHP model of photovoltaic industry development in China, n represented the numerical 

value of SWOT Sub-factors in index alternatives, for 12 in this paper. 
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4 Calculation Results of the SWOT-AHP Model of Photovoltaic 
Industry Development in China 

Invite the experts, scholars and managers participating in the survey, and filling the 
strategic survey questionnaires of photovoltaic industry development in China in 
order to relative importance of the SWOT elements.  

4.1 Single Ranks of the Hierarchical Level and Consistency Test 

(1)A-C Single ranks 
According to the calculating method above, the weights of the middle level to the top 
level can be figured out, the results was shown in Table 3:  

Table 3. The comparison matrix of A-C layer 

A C1 C2 C3 C4 Weights of the middle level 

C1 1.0000  0.4727  0.7091 0.3406  0.1340  
C2 2.1154  1.0000  1.5000 0.7205  0.2835  
C3 1.4102  0.6667  1.0000 0.4803  0.1890  
C4 2.9360  1.3880  2.0820 1.0000  0.3935  

Consistency test: maxλ =4.000123, CI=(4.000123-4)/3＝0.000041, RI＝0.882（

Obtained by looking up tables，the same below），CR= CI / RI =0.000041/0.882＝
0.000046 <0.1(Pass the consistency test)。 

(2) C-P Single ranks 
The weights of indexes in the alternative level to indexes in the criteria level were 

shown in Table 4. The CRs were 0.0003, 0.0001, 0.0001and 0.0001, which meant that 
the results all passed consistency test. 

(3) P-SWOT Single ranks 
The weights of indexes in the alternative level to indexes in the bottom level were 

shown in Table 4. The CRs were 0.000077, 0.000179, 0.000009, 0.000188, 0.000109, 
0.000069, 0.000041, 0.000267, 0.000240, 0.000338, 0.000017 and 0.000098, which 
meant that the results all passed consistency test. 

4.2 Overall Rank of the Hierarchical Level 

The weights of four strategies in bottom level to the sustainable development of the 
photovoltaic industry were shown in Table 4.  
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Table 4. The overall ranking results of the hierarchical level 

SWOT 

factors 

A-C 

weights 
CR 

SWO

T 

sub-

factor

s  

C-P 

weights 

A-P 

weights 

P-SWOT Weights 

SO WO ST WT CR 

S 0.1340 0.0003  

P1 0.3316 0.0444 0.3886 0.2976 0.1984  0.1154  0.011505 

P2 0.4538 0.0608 0.3400 0.2330 0.2913  0.1356  0.003067 

P3 0.2145 0.0287 0.3515 0.2182 0.2500  0.1803  0.031795 

W 0.2835 0.0001  

P4 0.2501 0.0709 0.1157 0.2975 0.1704  0.4163  0.053029 

P5 0.3262 0.0925 0.0664 0.3357 0.1923  0.4056  0.052427 

P6 0.4237 0.1201 0.0624 0.3757 0.1205  0.4414  0.076473 

O 0.1890 0.0001  

P7 0.3100 0.0586 0.3697 0.2848 0.2118  0.1337  0.033883 

P8 0.5195 0.0982 0.5064 0.3157 0.1230  0.0549  0.038559 

P9 0.1705 0.0322 0.3978 0.3099 0.2195  0.0727  0.040398 

T 0.3935 0.0001   

P10 0.3100 0.1220 0.0803 0.1732 0.3283  0.4181  0.069052 

P11 0.5195 0.2044 0.1326 0.2286 0.2723  0.3665  0.081185 

P12 0.1705 0.0671 0.1212 0.1806 0.3176  0.3806  0.054057 

A-SWOT Weights  0.1991 0.2686 0.2266  0.3056   

5 Strategic Path Selection of Photovoltaic Industry 
Development in China 

5.1 Effects Analysis of the SWOT Factors 

The analysis results of the SWOT factors showed that the rank order of four SWOT 
factors was threats >weaknesses>opportunities>strengths based on the degree of 
influence. The results stated that the threats and weaknesses faced by photovoltaic 
industry development in China were obvious. The threats had great influence on 
photovoltaic industry development in China while strengths had the little influence. 

In the strengths group of SWOT, the rank order of the factors was P2> P1>P3, the 
greatest advantage was complete industrial chains. The second greatest advantage was 
Photovoltaic industry for a newly developing resource industry. The least advantage 
was obvious strengths of cluster development in photovoltaic industry. 

In the weaknesses group, the rank order of the factors was P6>P5>P4, the biggest 
weaknesses was Lack of core technology. The second biggest weakness was 
relatively high cost of producing photovoltaic production component. The third 
biggest weakness was the photovoltaic industry chain mainly amassed on the mediate 
part of low value. 

In the opportunities group, the rank order of the factors was P8>P7>P9, the biggest 
opportunity was latent necessity of the photovoltaic industry development as a result 
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of global energy crisis. The second biggest opportunity was government support in 
photovoltaic industry. Juncture of integration in photovoltaic industry was at the last, 
which had the smallest influence. 

In the threat group, the rank order of the factors was P11>P10>P12, the biggest threat 
was external trade environment deteriorating due to international trade protection. The 
second biggest threat was lack of photovoltaic industry standards. Blind guidance of 
local government in the photovoltaic industry development was at the last, which had 
the smallest influence. 

5.2 Selection of Strategic Path Combination 

The results in Table 4 showed that the weights of the four combinations (SO strategy, 
WO strategy, ST countermeasure and WT countermeasure) was 0.1991, 0.2686, 
0.2266, 0.3056, which meant that the rank order was WT countermeasure>WO 
strategy > ST countermeasure >SO strategy. The results showed WT countermeasure 
or WO strategy were the better choices than anyone of SO strategy and ST 
countermeasure, and the WT countermeasure was the best choice. 

6 Conclusions 

According to the SWOT-AHP quantitative analysis of photovoltaic industry 
development in China, WT countermeasure and WO strategy were the better choice, 
and the WT countermeasure was the best choice. The basic strategy is to choose the 
WT countermeasure as the strategic optimal path in order to overcome weaknesses 
and avoid threats. On tactics, strategic measures is to strengthen the regional 
cooperation, optimize the structure of photovoltaic industry chain and regional 
distribution, reduce the dependence of raw materials on foreign; to increase 
investment, master the core technology, reduce the production costs of photovoltaic 
products, actively explore the domestic market; to set up the standards and market 
access system of Chinese photovoltaic industry in order to avoid the disorderly 
competition and blind expansion of photovoltaic industry. 
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Abstract. This paper discusses the project which is one of the Beijing City Col-
lege Students' Scientific Research and Entrepreneurial Action Plan Project 
named "unmanned area fetching trolley", The project used infrared sensor to 
measure the distance between the car and the obstacle, The MCU would ana-
lyze and process this signal, and generate two different PWM signals respec-
tively to drive motors when the distance is less than a certain value, so as to 
realize avoiding obstacle automatically. After Hall sensor detected the PWM 
wave corresponding to the actual speed of the car, the PID module would com-
pare the PWM wave of the actual speed and the PWM wave which is generated 
by MCU, so as to determine whether the output is desired and achieve closed-
loop control, thus can make the control of speed is more precise. The mechani-
cal arm is composed of five steering, the upper monitor control it through the 
wireless module, each instruction can make the rotation angle of each actuator 
accurate to 1 degree, so the mechanical arm is flexible and precise. The project 
ultimately achieved the desired effect that avoid obstacle automatically, upper 
monitor control accurately. After expansion and improving, it can be used for 
automatic weeding, automatic cleaning, automatic patrol, automatic sowing, au-
tomatic harvesting and so on.  

Keywords: avoid obstacle automatically, mechanical arm, fetching trolley. 

1 Introduction 

Nowadays, automation has entered and played an important role in all trades and 
professions, such as industry, agriculture, transportation, national defense and other 
aspects. Automation also makes significant contribution in the development of the 
national economy. It is the degree of automation, which represents the level of the 
industry's development. 

Agriculture is the foundation of national economy, agriculture machinery auto-
mation is the center of agricultural modernization. It embodies the latest achievements 
of modern science and technology, and has become the necessary condition of in-
creasing production, improving labor productivity, and reducing the heavy manual 
labor. In general, realizing automation in agricultural production has the following 
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significance: improving labor efficiency; shorten the production cycle; improving 
economic efficiency; reducing the labor intensity; and emboding a country's level of 
science and technology[1].  

An trolley which can avoid obstacle automatically is able to apply to industry and 
agriculture, such as automatic weeding, automatic cleaning, automatic patrol, auto-
matic sowing, automatic harvesting and so on. This paper discusses the unmanned 
area fetching trolley's implementation amply, and introduces the required modules and 
their functions, even analyses the application domain of this trolley.  

This unmanned area fetching trolley can get into the place which is dangerous, in-
convenient or harmful for people, such as high temperature,radiant and so on. The 
trolley's walking distance can coverage all-round of the region,so as to fetching the 
objects. Nowadays, the self-navigation, Global Position System (GPS) and the ma-
chine vision can achieve this function, they are high precision, applicable to a wide 
range, easy to use relatively, but also have the limitation of expensive. This unmanned 
area fetching trolley equiped with the infrared obstacle avoidance and the wireless 
module to realize the low cost and wireless intelligent control. 

2 The Implementation of the Project 

2.1 Requirement Analysis and the Terms of Settlement  

The main idea of this project is to make a trolley which is capable of walking auto-
matically, avoiding obstacle automatically, fetching objects by mechanical hand accu-
rately. 

The implementation of this unmanned area fetching trolley needs to solve two ma-
jor problems which are the automatic obstacle avoidance and the wireless remote 
control. Through analysis and calculation, we select the infrared sensor which is low 
cost and a wireless control module which is high precision finally[2]. 

2.2 Content and Technique of the Trolley 

2.2.1 Content of the Research 
The car is equipped with infrared sensor, the signal which access from the sensor is 
the input of the MCU(STC12C5A60S2). The MCU would analyze and process this 
signal, and generate two different PWM signals respectively to drive motors when the 
distance is less than a certain value, so as to realize avoiding obstacle automatically. 
After Hall sensor detected the PWM wave corresponding to the actual speed of the 
car, the PID module would compare the PWM wave of the actual speed and the PWM 
wave which is generated by MCU, so as to determine whether the output is desired 
and achieve closed-loop control, thus can make the control of speed is more precise. 
Furthermore, this trolley can be used in multiple aspects, such as automatic weeding 
machine, automatic vacuum cleaner, automatic patrol car and so on. In this article, we 
equipped it with mechanical arm to achieve the innovation[3]. 

2.2.2 Technique of the Research 
(1) The module diagram of the trolley as shown in figure 1, from the graph we can 
find out the relation between each module in this trolley. 
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Fig. 1. The module diagram of the trolley 

(2) MCU(STC12C5A60S2) 
STC12C5A60S2 is a MCU which has single clock / machine cycle(1T) produced by 
STC, it is a new generation of 8051 single chip microcomputer which has high speed, 
low power consumption and strong anti-interference. It integrates MAX810 special 
reset circuit, 2 channel of PWM, 8 channel of high speed 10 bit A/D converter, it 
mainly used for motor control and strong interference situation. The pin diagram of 
STC12C5A60S2 as shown in figure 2.  

 
Fig. 2. The pin diagram of STC12C5A60S2 

The MCU received the infrared sensor's input signal though P1.0 (ADC) and 
communicated with PID module by serial port P3.0 and P3.1, thus the MCU can pro-
duce two different PWM waveforms to control two motor's speed, so as to make the 
trolley rotate to different directions[4]. Flow chart as shown in figure 3.  
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Fig. 3. Flow chart 

(3) Infrared sensor (GP2Y0A21YK0F) 
The light wave is the electromagnetic wave which wavelength between 10~106nm. 
The Infrared wavelength range is between 780~106nm[5]. The wavelength can be 
determined by the follow formula : 

0

1.239hc

A A
λ = =                               (2-1) 

Among the formula, C is the speed of light, H is the Planck constant. 
GP2Y0A21YK0F is a distance measuring sensor unit, composed of an integrated 

combination of PSD(position sensitive detector), IRED (infrared emitting diode) and sig-
nal processing circuit[6]. The block diagram of GP2Y0A21YK0F as shown in figure 4.   

 
Fig. 4. Block diagram of GP2Y0A21YK0F 
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The barrier of different distance can make infrared sensor produce different voltage 
output. The closer obstacle stay, the higher voltage export. Output is connected with 
the SCM's P1.0.Measurement range of the sensor is 3cm to 80cm, Example of dis-
tance measuring characteristics as shown in figure 5. 

 

Fig. 5. Example of distance measuring characteristics(output) 

(4) Speedometer 
It is the Hall sensor that form the module of Speedometer .Each motor is equipped 
with two Hall sensors, the sensor is conducted when the magnet on the motor rotate 
over the Hall sensor, then the corresponding port output a low level. The sensor gen-
erate a pulse when each times the Magnet over the sensor. So the number of the out-
put pulse represents the speed of the motor. As the magnet pass two Hall sensors suc-
cessively, the waveform of the two sensor will have skewing. From the skewing we 
can know the direction of rotation of the motor. 

(5) Motor driver (L298) and PID controller (SCM STC12C5410AD) 
PID controller communicate with MCU. According to the Output of the MCU, the 
controller can generate different PWM waveform and deliver the PWM waveform 
which is amplifying by the motor drive to two motor. In addition, the PID controller is 
linked to the Speedometer, then delivering the actual speed of the motor to PID con-
troller, furthermore, it would determine whether the output is desired or not. Thus we 
achieved the closed-loop control, so the speed control is more precise. 

L298 is a monolithic motor driver, which has integrated high voltage, high current, 
and dual full bridge. It is designed to connect standard TTL logic level and driving 
inductive loads (such as relays, coils, DC and stepper motor)[7]-[8]. The external 
circuit of L298 as shown in figure 6.  
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Fig. 6. The external circuit of L298 

In the PID control process, we use the proportional and integral control. The fol-
lowing is the action of proportional control, once the system appeared deviation, it 
can adjust control response immediately to reduce deviation, thus we can accelerate 
the adjustment and reduce error by using proportional action.The action of integral 
control is to make the system to eliminate the steady state error and improve indiscri-
mination degree. The integral control is in progress until the output is no error. In our 
project, the KP(proportional coefficient) is 1.8, KI(Integral time constant) is 0.67. The 
system structure diagram as shown in figure 7.  

 
Fig. 7. System structure diagram 

2.3 Content and Technique of the Mechanical Arm 

2.3.1 Research Content 
The trolley is equiped with the mechanical arm which is composed of five steering, 
the upper monitor control mechanical arm through the wireless module[9], each in-
struction can make the rotation angle of each actuator accurate to 1 degree, so the 
mechanical arm is flexible and precise.  

2.3.2 Research Technique 
(1) Servo Controller(STC10F08XE)         
Servo Controller is connected with upper monitor through the serial port and it can 
control 16 ways steering simultaneously by decoding the upper monitor’s instructions 
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so as to produce different PWM waveform to control the rotation of each steering 
engine[10]. So the circuit is simplified largely. Hereon,we use five of the ways to 
control five steering. The control flow chart as shown in figure 8. 

 
Fig. 8. The control flow chart 

(2) Wireless module (APC220-43) 
APC220-43 is a wireless data transmission module which highly integrated half dup-
lex micro power, it embedded MCU and high performance RF chip ADF7020-1. Its 
anti-interference ability and the sensitivity is very high. A part of the Wireless module 
is connected with the controller's serial port, while the other part is connected  
with the upper monitor, thus it can realize wireless communications. The control 
range is up to 15 meters. Wiring diagram of APC220-43 and upper monitor as shown 
in figure 9, wiring diagram of APC220-43 and terminal equipment (servo controller) 
as shown in figure 10. 

 

 
Fig. 9. Wiring diagram of APC220-43 and upper monitor  
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Fig. 10. Wiring diagram of APC220-43 and terminal equipment (servo controller) 

The servo control can be precisely to the degree through the instruction, so as to 
achieve the precise control of the mechanical hand, thus we can make five servos of 
the manipulator act at the same time. These two reasons are the greatest advantage 
relative to the remote manual control[11]. The schematic diagram and number of me-
chanical arm as shown in figure 11.  

 

Fig. 11. The schematic diagram and number of mechanical arm 
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Through experiment and calculation, we can figure out the rotation angle of each 
servo manipulator arm of stretch, fetch and reset[12]. Instruction format is as follows: 

         D<time> #<ch>A<degree>…#<ch>A<degree>T<step>!           (2-2) 

     <time> represents the waiting time to run this command, it's unit is ms.  
     <ch> represents the number of steering engine which is under control.  
     <degree> represents the angle of the steering engine, the range of it is from 0 to 
180 degrees.  
     <step> represents the number of step of the steering engine to complete this ac-
tion, the time of completing each step is 20ms, the number of steps multiply 20ms 
equal to the finish time.  
     “!”represents the command come to end.  
     Three action commands are as follows: 
 
 

Action Instruction  The meaning after decoding 

stretch 
D1500 
#08A10#14A90#03A160
#12A60#11A60T50! 

This instruction is executed after 1.5 
seconds, the steering engine number of 8 
turn to 10 degrees, the steering engine 
number of 14 turn to 90 degrees, the steer-
ing engine number of 03 turn to 160 de-
grees, the steering engine number of 12 
turn to 60 degrees, the steering engine 
number of 11 turn to 60 degrees, a second 
after the execution of this instruction. The 
time of complete this instruction is 1s.  

fetch  
D1500 
#08A90#14A90#03A160
#12A60#11A60T50! 

This instruction is executed after 1.5 
seconds, the steering engine number of 8 
turn to 90 degrees, the steering engine 
number of 14 turn to 90 degrees, the steer-
ing engine number of 03 turn to 160 de-
grees, the steering engine number of 12 
turn to 60 degrees, the steering engine 
number of 11 turn to 60 degrees, a second 
after the execution of this instruction. The 
time of complete this instruction is 1s.  

reset 
D1500 
#08A90#14A90#03A90#
12A90#11A90T50! 

This instruction is executed after 1.5 
seconds, the steering engine number of 8 
turn to 90 degrees, the steering engine 
number of 14 turn to 90 degrees, the steer-
ing engine number of 03 turn to 90 de-
grees, the steering engine number of 12 
turn to 90 degrees, the steering engine 
number of 11 turn to 90 degrees, a second 
after the execution of this instruction. The 
time of complete this instruction is 1s.  
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3 Analysis of the Results 

3.1 Innovation of the Project  

(1)The domination of the trolley which can avoid obstacle automatically achieved the 
closed-loop, so the domination is more precise. 

(2)Using upper monitor to send commands so as to make the control more precise 
and more accurate, the mechanical hand separate itself from the telecontroller. 

(3)When the trolley which can avoid obstacle automatically encountered every ob-
stacles, it can turn left 30 degrees and then move on ,each encounter obstacles will 
make the trolley stay for a while, so as to fetching objects. 

3.2 The Expandable Portion of the Project 

(1)The cameras extract the unmanned area actual situation to accomplish fetching 
things. 

(2) Adjusting the steering when the trolley encountered obstacles let the trolley 
cover more place of the unmanned area. 

3.3 Results of the Project  

   

 

4 Conclusion 

The "unmanned area fetching trolley" is implemented by multiple modules, each 
module own the fixed work mode and implementation effect, so it is convenient for us 
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to debugging. Available pins of the SCM can be used, and the compatibility of the 
program is good. In large and medium-sized machines, the trolley can work stable 
when you change the drive module and the drive motor to correct type. Avoiding  
obstacle automatically also can be applied to many aspects. After expansion and im-
proving, it can be used for automatic weeding, automatic cleaning, automatic patrol, 
automatic sowing, automatic harvesting and so on[13]. So the project have certain 
degree of applicability and expansibility.   
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Abstract. To solve the problems that the traditional ammonia detection 
methods were complex, not easy to maintenance and difficult to realize quick 
measurement in situ, an intelligent ammonia sensor has been designed in this 
paper. The intelligent ammonia sensor integrates ammonia electrode, pH 
electrode and Ammonium ion electrode together to realize the In situ detection 
of ammonia. Because the output signal of ammonia electrode is weak and easy 
to be disturbed by external interference, a low-pass filter circuit has been 
designed, this kind of circuit have a good effect. The test results have shown 
that the sensor is easy operation, low cost and no pollution. 

Keywords: aquaculture Ammonia nitrogen Ammonia sensitive electrode 
Sensor on-line monitoring. 

1 Introduction 

Our country is a big agricultural country. Aquatic production has been 15 consecutive 
years ranked first in the world. However, most farmers rely on their own experience, 
with color, smell, water taste or observed other aquatic animal‘s abnormal behavior to 
evaluation aquaculture water quality. For aquaculture, dissolved oxygen, ammonia 
nitrogen, PH is one of the important water quality parameters need to be 
monitoring[1]. Ammonia existing in water has certain toxicity for aquaculture 
products. It influents the quality of aquatic products, restrict the sustainable 
development of aquaculture, especially with the promotion of high density factory 
farming technology, ammonia pollution control demand is increasingly prominent. 
Ammonia harm the aquatic organisms mainly refers to the dangers of non-ionic 
ammonia, after non-ionic ammonia entering aquatic organisms[2] . It has a significant 
impact on enzyme hydrolysis reaction and membrane stability. Demonstrated 
difficulty in breathing, not feeding, decreased immunity, convulsions, coma and other 
phenomena, affect the growth and reproduction of aquatic organisms, even lead to 
aquatic organisms decimated, even causing loss to the economy[3]. 

There are different ways to determine the content of ammonia nitrogen in the 
water[4][5]. The existing method of ammonia nitrogen determination has some 
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shortcomings[6]. Such as titration’s sensitivity is not high enough. Spectrophotometry 
needs a large amount of chemical reagent and complicated steps[7]. Ammonium ion 
electrode method is easily affected by other monovalent cations. Optical fluorescence 
technology is not mature. Spectrometry instruments are expensive. These methods are 
difficult to meet the needs of the scene in situ detection with high frequency. With 
ammonia sensitive probe we can realize quick measurement in situ. The sensor has 
some good features, such as simple operation, low cost, pollution-free, and don’t need 
to pretreatment the water. Based on the above analysis, an compound ammonia 
sensors which integrated ammonia sensitive probe and PH probe has been designed in 
this paper. A low cost ammonia nitrogen on-line monitoring method will be the main 
research content, and find a solution of electrochemical intelligent ammonia sensor.  

2 Measurement Principle 

Ammonia nitrogen content in the water is in the form of free ammonia NH3 and 
ammonium ion NH4

+ chemical combination of the existence of the amount of 
nitrogen[8]. It is an important index of water pollution. When free ammonia NH3 

reaches a certain concentration is harmful to aquatic organisms. For example, it will 
be able to cause toxic effects on some kind of fish when free ammonia over 
0.2mg/L .The solubility of ammonia in water at different temperatures and PH is 
different, when the PH content is high, it will have a higher proportion of free 
ammonia, on the contrary[9], a higher proportion of the ammonium ions. Under a 
certain condition, the ammonia and the ammonium ion has the following balance 
equation: NH3 + H2O↔NH4

+ + OH- 

In this study, Ammonia electrode 9512HPBNWP was elected to measure ammonia 
content in water. The ammonia electrode is a composite electrode, PH glass electrode 
as indicator electrode, silver - silver chloride electrode as the reference electrode. Put 
the electrodes inside a plastic sleeve which containing 0.1mol/L ammonium chloride 
liquid-filled, and equipped with gas-sensitive film. Add ionic strength to the aqueous 
sample solution, PH may be raised to 11 or more, and ammonium salts are converted 
to ammonia, because of diffusion, ammonia gas will pass through the membrane 
(water and other ions can’t pass the gas membrane). After ammonia gas into the inner 
filling, will present the following balance:

 
-4

23 OHNHOH +=+ +NH   

Ammonia leads the balance equation shift to the right, then the value of PH 
increased with the entry of ammonia. Finally PH glass electrode measured value 
changes. At constant ionic strength, temperature, nature and electrode parameters, the 
measured electromotive force and the ammonia concentration in water samples meet 
the Nernst equation[10]. We can determine the nitrogen content of the sample from 
the measured potential value. Finally draw a standard curve by measured voltage 
signal to determine the concentrations of the unknown samples. Fig.1 shows 
measuring device of ion selective electrode. 
 



www.manaraa.com

536 F. Zhang et al 

 

 

Fig. 1. Measuring device of ion selective electrode 

As content of free ammonia in the solution changes, formed the overall balance: 
 

                                                               (1) 
 

In the formula above, E is a single electrode potential; E0 is the potential difference 
between standard electrodes; T is the absolute temperature; R is the gas constant and 
equal to 8.31J / (mol × K); n is the transferred charge moles under E0; F is the Faraday 
constant equal to 96467C. 

Nernst equation is an important formula which linking the potential difference of 
the chemical system and electro-active substance activity (concentration) together. It 
is also an important theoretical basis for the electrochemical analysis method[11].  

Under the action of strong alkaline solution Ammonium ions is converted to the 
dissolved ammonia. Since ammonia through the semipermeable membrane into the 
internal electrolyte, free ammonia and H+ in the electrolyte thin are combined to form 
the ammonium ion. Assuming the electrolyte is not a PH buffer solution, as a 
characteristic of alkaline ammonium action will then increase the PH value of the test 
solution, as a characteristic of alkaline ammonium the PH value of the test solution 
will increase. Using 0.1mol/L NH4Cl as buffer solution, due to the concentration of 
NH4

+ is significantly higher than reaction of NH4
+ therefore consider that NH4

+ 
concentration is a constant. The change of PH value is determined by the change of 
concentration of NH4

+. Therefore, there are following equations: 
 
 

(2) 
 
 
 

(3) 
 
 

(4) 

2

10

2

10 lg303.2ln
i

i

i

i

nF

RT
E

nF

RT
EE

α
α

α
α +=−=

3
3

4
'

NHNH

NH

H P
k

a

a
Ka ==

+

+

+
+ +=

4

3

NH

NH

H a

P
aK

3

lg
303.20

NH
P

F

RT
EE −=



www.manaraa.com

 Intelligent Ammonia-Nitrogen Sensor Which Based on Ammonia Electrode 537 

 

PNH is the partial pressure of ammonia in the sample or in the thin layer, According to 
Henry's law PNH3 =K[NH3], K is Henry's law constant, so the battery voltage and 
ammonium ion concentration in the sample under Nernst relations: 
 
 

(5) 
The formula expressed that potential difference between two electrodes and the 
measured molar concentration of ammonia solution has a logarithmic relationship. 
Therefore, it is only need to test potential difference between the two electrodes and 
the temperature. Then the concentration of ammonia in the solution can be measured 
by calculating. 

3 Circuit Design of Ammonia Sensor 

3.1 Overall Framework 

Smart sensors include ammonia-sensitive probe ammonia, ammonium ion probe, pH 
and temperature probe, signal conditioning modules, TEDS memory, microcontrollers 
MSP430, bus interface module, power management modules, etc. As shown above. A 
free ammonia signal will be obtained by Ammonia-sensitive probe, a ammonium ion 
signal will be got through the ammonium ion probe, PH signal got by the pH probe. 
Signals are transferred to MSP430 MCU A/D input port through the transmission 
circuit. And then the concentration of free ammonia, the concentration of ion 
ammonium, value of pH, water temperature and nitrogen content are calculated by the 
microcontroller. Finally, the bus interface module output variables. 
 

 
Fig. 2. Overall framework of Intelligent ammonia sensors 

3.2 Power Modules 

For glass electrode’s characteristics that output positive voltage in acid solution and 
output negative voltage in alkaline solution, a negative 3.3V power supply module 
was designed.  
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Fig. 3. +3.3V schematic circuit diagram 

3.3 Singal Transmission Modules 

Since ammonia electrode and pH electrode output impedance are particularly high, so 
the first stage of the amplifier circuit must use high input impedance op amp to match 
impedance. In addition, during the test it is easy to see that the electrode probe output 
signal susceptible to interference by 50Hz signal, so the low-pass filter circuit is added 
to the signal conditioning module. 

 

Fig. 4. Working principle diagram of Ammonia sensitive circuit 

Impedance matching circuit is a voltage follower constituted by CA3140. As shown, 
CA3140 input impedance is as large as 1.5TΩ, therefore has a very low input current. 
Connect resistors 15M to positive output of glass electrode and 1000pF polystyrene 
capacitors to negative output. Then access to the CA3140 positive input port. 

 
Fig. 5. Impedance matching circuit 
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Low-pass filter circuit is a Π-type RC filter constituted by a TLC27L4, and it is 
also a bidirectional integration filter. We can adjust the RC value to precisely control 
the time constant. In this experiment, the low-pass filter cutoff frequency is 50Hz. 
When the external interference is greater than 50Hz, the interference signal will be 
attenuated less than 45db. This circuit has a good filtering effect. 

 

Fig. 6. Low-pass filter circuit 

3.4 Temperature Compensation 

Temperature compensation circuit is used to ensure the circuit working properly and 
stability in a certain temperature range. Some devices have difference of the positive 
temperature coefficient and the negative temperature coefficient such as transistors, 
diodes, resistors. When temperature rises, positive temperature coefficient devices’ 
effect will increase, and the negative coefficients devices have opposite effect. 

Since platinum RTD has good stability, on line analyzers always use it to 
automatically compensate for temperature. The working principle of platinum PRD is 
transform the changes of temperature into the changes of resistance. The following 
figure is Pt100 platinum resistance’s resistance changes with temperature. in the range 
of 0-100℃. 
 

 

Fig. 7. Temperature compensation circuit 
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Operational amplifiers and platinum thermal resistance may constitute automatic 
temperature compensation circuit. In this circuit A is the integrated operational 
amplifier, Rt is a platinum RTD, Vi is the output signal of the transmitter. When the 
input signal Vi is not the maximum value, the output signal V0 is always constant in 
the range of 0-100℃. So this kind of circuit realized the purpose of automatic 
temperature compensation 

4 Software Design of Ammonia Smart Sensor 

First, initialize, and then detect whether there is power and communication signals. If 
a signal is entered, convert the analog signal is to digital signal. According to 
predetermined Nernst equation to calculate the concentration of ammonia nitrogen. 
Finally transfer the data to PC via the serial port[12]. 

 

Fig. 8. Software flow chart 

The digital filter is an important foundation for digital signal processing in the 
signal filtering, monitoring and parameter estimation process. It is the most widely 
used of a new system. Digital filter is complete signal filtering functions, using finite 
precision arithmetic to achieve discrete-time linear time-invariant systems. The inputs 
are a group of analog signal sampling and quantization coding of the digital, the 
output is another set of digital which had been digital conversion. Digital filter has 
high stability, high accuracy, flexibility and other prominent features. 
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IIR digital filter system function can be written in the form of closed functions 
Which using recursive structure, namely the structure with a feedback loop. IIR filter 
structures are usually composed by the basic operations such as delay, multiplied by 
the coefficient and adding.  

An N-order IIR filter system function can be expressed as: 
 
 

(6) 
 
 
 

(7) 

5 Experimental Data Analysis 

Firstly, checking electrode slope,Obtaining the slope value provides the best means for 
checking electrode operation. Slope is defined as the change in milivolts observed with 
every tenfold change in concentration. This experiment used 9512HPBNWP ammonia 
electrode. When the solution temperature is in the range of 20℃ to 25℃, the slope 
should be between -54mV to -60mV. If the slope is not in this range, which means that 
ammonia electrode is not working normally, troubleshoot need to be done firstly. 

Analyze the factors that affect ammonia electrode. 
In the conditions of a temperature of 25 ℃, using standard ammonia solution to 

configure sample solution of 0.01mg/L, 0.1mg/L, 1mg/L and 10mg/L. added Ionic 
strength agent to adjust the PH. When PH is equal 7,8,9,10,11, it can measured values 
of ammonia-sensitive transmitter output of different concentrations of the sample 
solution. From the measured data can be seen, when the PH is greater than 11, 
ammonia nitrogen in the solution can be completely converted to free ammonia 
overflow and accurately measuring the amount of free ammonia. 

 

 
Fig. 9. Curve of ammonia electrode transmitter output voltage follows the PH value 

Using standard ammonia solution to configure sample solution of 0.01mg/L , 
0.1mg/L, 1mg/L, 10mg/L. Measured ammonia electrode transmitter output value once 
every 10 ℃ In the range of 10℃ to 50℃. The measurement results as shown below. 
When the PH value is greater than 11, it can be seen that the effect of temperature on 
the concentration of free ammonia is not obvious.  
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Fig. 10. Curve of ammonia electrode transmitter output voltage follows the temperature 

Measure the effect of temperature and PH on concentration of free ammonia with a 
fixed concentration of a sample solution. Recorded ammonia electrode transmitter 
output value once every 10 ℃ In the range of 10℃ to 50℃. While adjust the pH by 
the ion strength agents, making pH of the sample solution is stable at 7, 8, 9, 10, 11, 
12. By experiment, obtain a curve of ammonia electrode transmitter output voltage 
follows the temperature and PH in solution of 10mg/L. From the figure can get the 
conclusion that the same with the above two curves. When the PH is greater than 11, 
ammonia nitrogen in the solution can be completely converted to free ammonia 
overflow and accurately measuring the amount of free ammonia. The effect of 
temperature on the concentration of free ammonia is not obvious from 10℃ to 50℃, 
Therefore, in order to simplify processing, the temperature may be regarded as 
constant. 

 

Fig. 11. Curve of ammonia electrode transmitter output voltage follows the temperature and PH 

6 Conclusion 

According to the actual needs of aquaculture water quality monitoring, to solve the 
problems that the traditional ammonia detection methods were complex, not easy to 
maintenance and difficult to realize quick measurement in situ, Ammonia electrode 
and PH electrode was chosen as the sensing probe. Using both hardware and software 
filtering to solve the problems that Ion selective electrode output signal is weak and 
susceptible to be disturbed. A smart ammonia sensor is developed. According to the 
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Nernst equation and characteristics of interactions among free ammonia, ammonium 
ions, PH and temperature, an algorithm and a relationship between ammonia 
concentration and voltage signal from ammonia-sensitive probe can be got. This kind 
of smart sensor achieved rapid detection of ammonia concentration and has many 
advantages such as need no pretreatment of water samples, simple operation, low cost 
and no pollution. 
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Abstract. In crab ponds, dissolved oxygen is the foundation for pond cultivation’s 
survival. The changes of dissolved oxygen content are influenced by multiple 
factors. Higher levels of dissolved oxygen content are crucial to maintaining 
healthy growth of crab breeding. Affected by physic-chemical process of aquatic 
water, the changes of dissolved oxygen content have a large lag. In order to solve 
the problem of dissolved oxygen forecast, the prediction model which based on 
fuzzy neural network has been proposed in this paper. It integrated the 
characteristic of learning fuzzy logic and neural networks optimized performance 
to realize the dissolved oxygen prediction. The prediction results have shown it 
more suitable for dissolved oxygen prediction than grey neural network method. 
The prediction accuracy can meet the need of dissolved control. 

Keywords: Dissolved oxygen( DO), Fuzzy neural network, Prediction. 

1 Introduction 

Dissolved oxygen is the most important factor for fishes healthy growth. Pond 
cultivation must maintain a certain level of dissolved oxygen to make the fish health 
growth. Meanwhile, dissolved oxygen is playing a dominent role in adjusting the 
substances of oxidative decomposition in water. High levels of dissolved oxygen 
content in water can suppress and mitigate the toxic effects of ammonia and hydrogen 
sulfide and other substances on fish. Currently, farmers monitor the donamic changes 
of dissolved oxygen mainly based on the observation of biological activities. Such 
“after-control” methods always lead to a negative effect on the growth of cultured 
organisms. Therefore, how to grasp the dynamic change laws of dissolved oxygen in 
pond water, forecasting the situation of low DO content and take acts to keep the DO 
content stable in the pond is the urgent problems to be solved. 

                                                           
* Corresponding author. 
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The DO content is not only influenced by the effects of water physical and 
chemical properties, such as water temperature, PH, salinity, electrical conductivity, 
but also influenced by the atmosphere environments factors. The interaction between 
these factors is complicated. It cannot take precise mathematical model to describe 
these nonlinear relations. In recent years, domestic and international scholars have put 
forward lots of methods for dissolved oxygen forecasting, such as time series 
analysis, neural networks, and statistical analysis etc. 

Time series analysis is a quantitative analysis method, Time series analysis 
comprises methods for analyzing time series data in order to extract meaningful 
statistics and other characteristics of the data. Time series forecasting is the use of a 
model to predict future values based on previously observed values. Simple or fully 
formed statistical models to describe the likely outcome of the time series in the 
immediate future, given knowledge of the most recent outcomes. Due to the fact that 
the water quality changes are affected by multiple factors, there exists ramdomness. 
Hnece, time series analysis has a certain limits when conducting dissolved oxygen 
forecasts. Jiao Ruifeng, etc. Proposes a prediction model which based on grey 
relational analysis and Monte Carlo method to forecast the reservoir water quality. Lu 
Qi adopts gray neural network model which based on Grey theory and neural network 
theory to forecast the lake permanganate index. The disadvantage is that NNs can 
learn the dependency valid in a certain period only. The error of prediction cannot be 
generally estimated. The advantages are that neural network has a very strong 
nonlinear fitting capability which maps arbitrarily complex nonlinear relationships. 
It’s also easy to learn and convenient for the realization of computer. In addition, it 
has strong robustness, memory capacity, nonlinear mapping ability and self-learning 
ability. However, it also has problems, for example, premature convergence etc. 

Focused on the issue of current methods, the prediction model which based on 
fuzzy neural network has been proposed in this paper. With the combination of 
learning, imagination, adaptation and fuzzy information processing, fuzzy neural 
network can improve the overall learning and expression ability of the system. 

2 Fuzzy Neural Network Prediction Algorithm 

2.1 Fuzzy Neural Network 

A fuzzy neural network or neuro-fuzzy system is a learning machine that finds the 
parameters of a fuzzy system (i.e., fuzzy sets, fuzzy rules) by exploiting 
approximation techniques from neural networks. Fuzzy neural network is not only has 
the traits of general neural network, but also has some special characteristics. For 
example, due to the calculation method of fuzzy mathematics, fuzzy neural nework 
makes some processing units easier, further quickening the speed of information 
processing. And because it uses the fuzzy operating mechanism, it strengthens the 
fault tolerance of the system. But the most important is that fuzzy neural network 
enlarges the scope of system information processing, enabling the system to process 
deterministic and non-deterministic information at the same time, which fortifies the 
flexibility of system information processing to a great extent. 
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Both neural networks and fuzzy systems have some things in common. They can 
be used for solving a problem (e.g. pattern recognition, regression or density 
estimation) if there does not exist any mathematical model of the given problem. 
They solely do have certain disadvantages and advantages which almost completely 
disappear by combining both concepts. 

A fuzzy system demands linguistic rules instead of learning examples as prior 
knowledge. Furthermore the input and output variables have to be described 
linguistically. If the knowledge is incomplete, wrong or contradictory, then the fuzzy 
system must be tuned. Since there is not any formal approach for it, the tuning is 
performed in a heuristic way. This is usually very time consuming and error-prone.  

The basic idea of fuzzy neural network is that it tries to integrate the fuzzy system 
representation, self-adaptation of neural network and knowledge adjustment and 
discovery together into a system. Fuzzy neural network discovers and adjusts the 
membership functions of the fuzzy subsets self-adaptingly, and classifies language 
values self-organzingly. The learning ability of neural network is brought into play, 
and the system knowledge is moderately adjusted, thereby leading to a higher 
intelligence and adaptability of fuzzy neural network.[3.4] 

Fuzzy system is a strong self-adaptation system, which can update automatically 
and continuously modify the membership functions of the fuzzy subsets. Fuzzy 

system is defined by the “if–then ” rules, based on the 
iR . Its fuzzy rule is listed 

below. 

1 2 2 0 1 1: , , ,i i i i i i
i k k i

i
k k

R If x is A x is A x is A then y p p x

p x

= +

+ +


        (1) 

Here,
i
jA  are the fuzzy subsets of the fuzzy system; i is the number of fuzzy 

subsets, j is the number of input parameters; 
i
jP  ( j = 1，2，…，k) is the parameter 

of the fuzzy system; iy  is the output based on the fuzzy rules, input part (that is, if…) 

is fuzzy, output part (that is, then…) is determined. The fuzzy reasoning proves that 
the output is the linear combination of the input.  

If x =［ 1x , 2x , , kx ］, the degrees of membership can be calculated according to 

the fuzzy rules. 

2exp( ( ) / )i
j

i i
j j jA

x c bμ = − − ，    j = 1，2，…，k; i = 1，2，…，n   (2) 

In the formula,
i
jc ,

i
jb  belong to the center and breadth of membership functions; K 

is the number of input parameters; n is the number of fuzzy subsets. We calculate 
fuzzily based on the degrees of membership and use fuzzy operator as continually 
multiplying operator. 

( ) ( ) ( )1 21 2 k
j j j

i
kA A A

w x x xμ μ μ= ∗ ∗ ，     i = 1，2，…，n       (3) 

We calculate the output iy  according to the result of fuzzy calculation. 
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Fuzzy neural network is divided into four layers: input, fuziness, fuzzy rule 
calculation, and output. Input layer connects input vector x, and the number of nodes 
are the same as the dimensions of input vector. Fuziness layer gets fuzzy degree of 
membership μ by using membershiup function (2) to blur the inputs. Fuzzy rule 
calculation layer is calculated by formula (3). Output layer is calculated by using 
formula (4). 【5】 

The learning algorithm of fuzzy neural network is explained below. 
（1） Error calculation 

           
( )21

2 d ce y y= −
                        (5) 

In the formula, dy  is network expectation output; cy  is network actual output; e is 
the error between expectation and actual output. 

（2） Coefficient correction 
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In the formula, 
i
jq  is neural network coefficient; α is network learning rate; 

iw  
is the multiplication.  

（3） Parameter correction 

                       ( ) ( ) 1i i
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In the formula, 
i i
j jc b  are the center and breadth of membership functions.[6] 

2.2 Influntial Factors of DO Pond Aquaculture Defense 

In aquaculture ponds, the content of DO are affected by multiple factors. The main 
source of DO in the pond are originated from the disslolving of molecular oxygen in 
the air and the photosynthesis of aquatic plants. Atmospheric pressure, light, 
temperature, wind speed and direction are the main outside factors which affect the 
dissloved oxygen content in crab ponds.  

In the ponds, the consumption of DO are mainly from sediment, zooplankton, fish 
and chemical factors. According to the scientific research, the sediment, zooplankton, 
and even fish consumption of DO is very small and have little influence on the 
changes of DO. So, those factors are not taken into the account. However, because of 
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the complex detection, and poor detection method, it’s hard to detect the chemical 
consumption of DO. The water quality parameters, such as water temperature, water 
depth, electrical conductivity, PH, turbidity are also affect the redox reactions. In the 
aquaculture water, conductivity change is a significant water quality indicator and has 
some connection with the change of DO. So, it choose conductivity as one important 
indicator of measuring DO changes. 

Due to the fact that the changing process of the pond aquaculture water quality is a 
dynamic concecutive change process. The changes of DO have continuities between 
two consecutive periods. During the prediction of DO, the DO in the previous time 
period is usually considered as a crucial index to measure the changes of DO. 

2.3 DO Prediction Algorithm Based on the Fuzzy Neural Network 

With fuzzy neural network, DO prediction is divided by three parts: the foundation of 
fuzzy neural network, the training of fuzzy neural network and the DO prediction of 
fuzzy neural network. 

Construction of Fuzzy Neural Network

System Model 

Build a 

suitable Fuzzy 

Neural Network

Fuzzy Neural 

Network 

initializati

on

Fuzzy Neural 

Network 

training

Training 

adjourned

Test data  

N

Y
Fuzzy Neural 

Network to 

forecast

Fuzzy Neural Network 

to forecast

Fuzzy Neural Network training

 
Fig. 1. Process of Fuzzy Network DO Prediction Algorithm 

3 Simulation Experiment and Result Analysis 

The data used in this study are produced by the Water Quality Monitoring System 
which Based on Wireless NetworkSystem. When it has been equipped at China 
Agricultural University-Yixing Aquaculture Internet of Thing research base in 
Jiangsu province, China, the system has Stable operated more than one year and has 
obtained. many water quality parameters. 

When being used in the water quality monitoring of Crab ponds, the water quality 
monitoring system is stable and can meet the production need. The Sampling interval 
is 30 minutes, which means 48 sets of data has been collected per day. we take 350 
for training, 50 for prediction. The real-time DO, conductivity, and water tempreture 
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are taken as the inputs of neural network, that is, ix , in the formula (1). We train the 
fuzzy neural network with actual DO as the outputs of neural network expectation. 
The training result is shown below. 

 
Fig. 2. Resolved Oxygen Training Data Forecast Chart 

We can get forecast data by using 50 groups of data for testing to forecast neural 
network. And the result is showed in Fig 3. From the chart, the error of the result is no 
more than 0.1, which means that fuzzy neural network has a better impact on the 
forecast of the pond resolved oxygen. 

 
Fig. 3. Resolved Oxygen Testing Data Forecast Chart 
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In order to compare the adapatability of this method, we use the same data and 
compare them with the forecast result of grey neural network.The forecast result is 
illustrated as follows in Fig 4. 

 
Fig. 4. Comparison of Fuzzy Neural Network and Grey Neural Network 

According to the Fig 4, we can see that grey neural network forecast data appears 
obvious errors, and the forecast results of fuzzy neural network is better compared 
with that of grey neural network. The experiment shows that fuzzy neural network 
can better resolve the problem of aquatic dissolved oxygen in ponds. And the forecast 
results are more accurate, comprehensive and objective.  

Based on the analysis of the influential factors of dissolved oxygen, the research, 
which adopts fuzzy neural network methods and focuses on the forecast issue of 
aquatic dissolved oxygen in ponds, has resolved the problem of dissolved oxygen 
forecasts. According to the simulation experiment, it shows that fuzzy neural network 
prediction is more accurate. Compared with gray neural network, the accuracy of 
forecasts is higher, especially for DO forecasts. 

4 Conclusion 

Based on the analysis of the influential factors for dissolved oxygen content in crab 
ponds, the prediction model which based on fuzzy neural network has been proposed 
in this paper. It can control the learning performance error value and the total error, 
the performance of the model can be optimized for water dissolved oxygen prediction. 
When compared with grey neural network, the The experimental results has shown 
that the model has a better ability to predict the dissolved oxygen prediction content. 
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Abstract. This paper describes a system for data acquisition and remote 
maintenance via wireless communication. In this work the concept of managing 
time critical tasks via networks is shown. The system consists of a client-server-
structure with a microcontroller-based module connected to the user devices 
and maintenance software, both as clients and a maintenance server for 
establishing the connection between the clients and to identify users. The 
special interest in this paper is the implementation of a specialized 
communication protocol to optimize the communication between the clients. 

Keywords: Telemetry, ISOBUS, CAN, remote maintenance, wireless 
communication, real-time, tracking, time-critical process. 

1 Introduction 

The options for diagnosis and maintenance by software have raised rapidly with the 
growing number of embedded systems in all kinds of products. By changing the 
parameterization or the firmware of embedded systems a lot of adaptions are possible. 
These tasks can be done for stationary systems and by an increasing availability of 
wireless communication services also remotely for mobile systems. The use of remote 
maintenance services reduces downtimes and travel expenses for service personnel. 

In this paper a system is described for both the diagnosis and remote maintenance 
of stationary systems, e.g. greenhouses and fish farming, and additionally fleet 
management of mobile systems, e.g. agriculture machines like harvester. In modern 
automation and automotive technology a lot of different digital systems are used e.g.  
for control of systems or parts thereof. These consist of individual modules which 
communicate via a common data bus, i.e. CAN, ISOBUS, Ethernet or RS485. To 
fulfill the different tasks various combinations of input-, output, sensor- and actor 
modules are possible. By an increasing number of software parameters in these 
modules the overall systems are becoming increasingly complex. For an optimal 
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adaption to the requirements of the task the modules can be parameterized in large 
scale. At the same time the modules can be used for reading sensor values to make 
this information available to other components of the system or to the service 
personnel. By using the internal error history and monitoring feature of the different 
modules troubleshooting is supported. The diagnosis and maintenance of such 
systems demand comprehensive knowledge by specially trained personnel to fulfill 
the tasks.  

The technology “FETS” can be used for remote maintenance and diagnosis of such 
control systems. “FETS” stands for Flexible Embedded Telemetry System. It can be 
adapted to various stationary and also mobile systems. The monitoring of the 
individual systems can take place via a service control center. The development of a 
command pattern, which allows control of time critical processes on the CAN bus 
side of a system over communication networks without Quality of Service (QoS), was 
one main challenge to solve. With this technology the service personnel has the 
opportunity to upload new firmware to the modules, which have to be remotely 
maintained. In this way new features can easily be implemented and the behavior can 
be adjusted, so the range of functions increases, e.g. by using new sensor or actor 
modules.  

In modern agriculture the ISOBUS is of growing importance [1, 2, 3]. ISOBUS is 
defined by 250kbaud CAN-2.0b communication protocol based on the ISO11783 
norm [4, 5, 6]. At this various auxiliary equipment will be connected to the agriculture 
machine, e.g. modern tractor or harvester, via a common data bus. In this way 
information like driving speed, hydraulic pressures and valve positions are made 
available by the Electronic Control Unit (ECU) of the agriculture machine. 
Depending on the number and types of the auxiliary equipment the agriculture will be 
more efficient by resource-conserving use of plant protection products. In a further 
expansion phase of the system the remote control of agriculture machines with certain 
limits is possible. This will be examined at precision farming. In addition to using 
FETS for mobile systems in agriculture the technology can be applied to stationary 
systems, i.e. control of greenhouses and aquaculture by monitoring of vital factors 
like oxygen concentration, pH value and temperature. 

Currently the technology FETS is applied as remote maintenance system for 
modern electrical wheelchairs, as tracking system for pedelec hire and also as 
maintenance and diagnosis system for solar power plants. For adaption to various user 
interfaces FETS is based on a modular design principle. 

2 Related Work 

Mainly in the automotive sector the use of mobile communication networks for 
maintenance tasks is discussed, e.g. [7]. In [8] an idea to connect a local onboard 
module to a remote server is presented. In the field of maintenance and monitoring for 
a variety of purposes numerous reports exist, e.g. in [9, 10] mobile communication is 
used for monitoring a wheelchair and in [11] for automated alarming if a failure is 
detected. Bidirectional communication is discussed in [12] in the area of additional 
services.  
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With regards to the focus of this paper, the remote maintenance of agriculture 
machines and monitoring of greenhouse and aquaculture, a few reports exists. In [1, 2, 
3] some aspects for embedded systems, which are used for communication with 
agricultural machines via ISOBUS, are given. 

3 System Overview 

The developed technology is based on three main components. Figure 1 shows a 
simplified overview of the system. 

 

 

Fig. 1. Overall system overview 

The first component, called “remote-box”, is a typical embedded system based on a 
Microcontroller which offers sufficient communication interfaces and hardware 
resources to fulfill all tasks of remote maintenance. This box realizes the time critical 
communication with the data bus of the system that has to be maintained. Another key 
aspect is the opportunity to connect to a server via GPRS-based communication. 
Within the “FETS” technology modular software was designed. With an individual 
adaption of the corresponding hardware the firmware can be ported easily onto other 
Microcontrollers. The expansion phase of the remote box depends on the boundary 
conditions of the user system. This contains for instance the time behavior of the 
system, the number of components to be monitored and configured as well as  
the required calculation time. In addition the box may contain a GPS receiver, so the 
localization of mobile systems is possible. Furthermore it could be equipped with RF-
components, so the box can be used as a network node or transmit data via ISM-Band. 
In this case the transfer of data can be encrypted by using crypto-algorithms. Figure 2 
illustrates a used expansion stage of the hardware of the remote-box. 
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Fig. 2. Hardware of the remote-box 

The server is the central communication relay between the clients (remote-boxes 
and maintenance software). The server application verifies the authorization status of 
the actual user. So it can decide which user has access to which remote box. After that 
the user can connect to a selected remote-box. Now the server establishes a 
transparent connection between remote-box and maintenance client software. It is 
important to note that the whole data is transmitted via the server and not point-to-
point. So, only the server needs a static, visible internet address. Additionally the 
server will be used for databases and updates. So the remote-boxes and client-PCs can 
download the most up to date software. By integrating automatic updates the 
firmware of the remote-boxes and software of the maintenance client-PCs are always 
up-to-date. This ensures that no different versions of software will be used, so the 
system maintenance gets more efficient. 

4 Research Issue 

The main task is to connect the time-critical communication of the end devices with 
the latency afflicted communication via GPRS to the server. In picture 3 a histogram 
of the transfer of data packets with typical latencies of GPRS communication is 
shown. 

The measurements in the histogram are for the transmission of a single data packet 
from remote-box to server and back. So an average transfer of a single packet is 
around 750 milliseconds, but it is also possible that this data transfer time is much 
higher. 

In CAN-Bus based systems the data exchange between different nodes is organized 
by service data objects (SDO) and process data objects (PDO). For example by 
connecting the remote-box to a CAN-BUS based system, typical timeouts for 
answering to service data objects are 250 milliseconds. To process time critical 
commands on the CAN-Bus it is necessary to know exactly the maximal timeouts. If 
such a timeout is exceeded, it is also possible that warnings, errors in or shut-offs of 
the user system can be produced. 
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Fig. 3. Histogram of packet transfer via GPRS 

Due to different latencies of transfers via GPRS and CAN, a direct transfer from 
the server to the remote-box is not reasonable.  

5 Design of the Communication Process 

To solve the problem with the different latencies a specialized macro language was 
included. With these macros it is possible to execute time critical operations self-
contained. Therefore a specialized communication protocol stack is integrated in all 3 
parts of the remote maintenance system. Its job is to allocate different services for 
time-critical processes.  

This stack is based on the TCP-Stack.  To optimize the communication process a 
packet manager and action manager are added to the TCP-Stack. Figure 4 shows the 
schematic of the communication process. 

 

Fig. 4. Structure of communication process 
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The action manager layer executes actions as commands and macros. That means 
its job is the data processing in PC, server and remote-box. On the remote-box side 
typical actions are reading out complete list of parameters, measurements or setting 
new parameters and on PC-side to display measurements or to indicate errors. The 
most critical part is to keep the user system in a secure state at all time. Therefore it is 
necessary to transfer all data from the maintenance software to remote-box first and 
after that to process the data in an appropriate manner. The TCP socket is included in 
the PC’s and also in the firmware of embedded modems. Its job is to transfer the data 
between the 3 system parts. TCP by itself provides a secure byte-stream, but during 
the process of design there are some restrictions like the loss of the connection in 
wireless systems or another typical problem is the overflow of buffers for the received 
data in the modem. 

To optimize the time of complete data transfer a packet manager is included 
between TCP socket and action manager. Its job is to divide the complete data stream 
of the transmitter in single data packets, to include some control bytes in these packets 
and also to summarize the received single data packets to one data stream.  

A whole data packet consists of an info field, an ID-field, the macro command, and 
the data to be transmitted. The packet manager is also responsible for detecting lost 
packets. So it can react to this by different actions like packet repeats. 

Most processes in user systems are designed to use simple commands. So it is 
usually enough to send one data packet like readout one measurement or set one 
parameter. The structure of this process is shown in figure 5a). Some processes require 
more communication, e.g. firmware updates or the transmission of a whole parameter 
set. In this case typically two transfer mechanisms are used. The first is to send a 
confirmation after each packet and send then the second data packet and so on, see 
figure 5b). The second one is to send the whole byte-stream without confirmation. Only 
one confirmation is send when the data stream is finished, see 5c). Here it is possible to 
loose single packets and thus it is necessary to send the whole data stream again. 

 

Fig. 5. Standard transmit processes 
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In the FETS Technology a mixture of both processes is used to optimize the 
transfer. In the remote maintenance system all the data packets are send in series. And 
for every single data packet a confirmation with the ID is transmitted backwards. So it 
is possible to identify lost packets. With this principle it is not necessary to repeat the 
whole byte-stream again. The only packets to repeat are these packets where no 
confirmation was transmitted backwards. In figure 6 this new approach is shown. 

 

 

Fig. 6. Transmit process at FETS technology 

This concept is especially beneficial if big amount of data has to be transferred. 
Big means in this context for example a complete firmware update where the SDO-
process on the CAN-Bus is perhaps 10.000 messages long. The same problem exists 
with the transfer of a complete set of parameters to the user system or reading out all 
measurements of the user system at once. In the case of small byte-streams there is a 
little overhead with this concept, but it is insignificant compared to the payload.  

6 Conclusion and Acknowledgements 

A fast, easy and safe transmission of data via GPRS cannot be guaranteed. To prevent 
the accumulation of long waiting periods the communication dialog should be 
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reduced to realize an efficient communication with user system via remote 
maintenance technology.  

Here, the maintenance system was extended by a special protocol stack. This was 
realized on the one side in the firmware for the remote-box and on the other side in 
the application software for the client PC. The task is to summarize the time-critical 
command sequences (actions) in packets in the remote-box. So a secure time critical 
communication with the system can be ensured. 

With this technology a Client-Server-Structure was realized, where the remote-
boxes and Maintenance-PCs communicate via a specific server as clients. A 
specifically developed application is the basis of the server. This accepts incoming 
connection requests from the clients, manages the user authentication and transfers 
data packets between the clients which are connected. Specific data packets can be 
saved in a database. Although the connection between Maintenance-PC and remote 
box is established through a server, there is a transparent connection between them. 
The server is the central exchange. 

A special software design is needed for the resulting complexity of the firmware 
with many parallel processes. A special multitasking system was set up to obtain 
functional embedded software with the used hardware. This design pattern allows an 
efficient use of the processor resources with the help of nested interrupts.  

The developed technology "FETS" is an approach for the realization of 
maintenance and remote diagnostic system. By the presented concept a system was 
developed, which can easily be adapted to a variety of different user systems. The 
technology is not limited to CAN based systems, it can easily be adapted to other 
interfaces and communication protocols. 

FETS has already been successfully tested in a field test phase in Europe as a 
localization-, diagnosis- and maintenance module on electrical wheelchairs and 
pedelecs. A present field of application is the maintenance of solar power plants. It 
also became obvious, that the technology is very robust and reliable. So the 
application of this technology is interesting for the maintenance and diagnosis of 
vehicles and stationary systems.  
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